Sampling as a source of measurement uncertainty: techniques for quantification and comparison with analytical sources
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A tutorial review is presented of current methods for the estimation of measurement uncertainty due to primary sampling. Current terminology used in the description of uncertainty and analytical data quality is reviewed and explained. One basic method for the estimation of uncertainty in sampling is described in detail with a worked example of its application to a test dataset. This method employs the taking of a proportion of samples in duplicate, with the further duplication of chemical analysis on these samples. Robust analysis of variance (ANOVA) is applied to estimate the total measurement uncertainty and also to quantify the contributions to that uncertainty which arise from the processes of primary sampling and chemical analysis. The ANOVA program and test data are available electronically to enable application of the methodology. The assumptions and limitations of this basic method are discussed, including its inability to estimate sampling bias. More sophisticated methods are discussed that include the estimation of the contributions to uncertainty from systematic errors in both sampling and analysis. Other approaches to the estimation of uncertainty from sampling, from both sampling theory and geostatistics are compared with these methods. The comparison is made between sampling and chemical analysis as the two sources of uncertainty, relative to each other, and relative to the overall variance of the measurements. Fitness-for-purpose criteria are given and discussed for the ideal maximinum and minimum values of the proportion of the measurement variance to the total variance, and the relative contributions of the sampling and analytical variances.
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Measurement uncertainty has become an important concept in analytical science that unifies many previously disparate strands of information on data quality. Chemometric techniques play a crucial role in estimating values for the overall uncertainty and also in the separation and quantification of the various components of uncertainty. These components include not just those arising from the chemical analysis, but also those arising from the sampling procedure that is used to select the primary sample from the sampling target. Such sampling targets could be for example, a stockpile of process material, a site of contaminated land or a batch of foodstuff. In the case of environmental and geochemical investigations, primary sampling is often the main source of uncertainty and dominates analytical sources such as instrumental determination or the sub-sampling of test materials within the laboratory.

Analytical chemists generally need to recognise sampling as the first step in the measurement process, and to include its contribution in the estimation of uncertainty. This will give more realistic estimates of the measurement uncertainty than consideration of only the lab-based analytical procedures. The inclusion of the sampling step becomes particularly important in deciding acceptable levels of uncertainty arising from chemical analysis. If the uncertainty from sampling is very large for example, then there comes a point where reduction in uncertainty from chemical analysis makes a negligible impact and is therefore not cost-effective. Only when analysts know the contribution of uncertainty from sampling can they decide what is a reasonable contribution from analysis.

This paper explains the terminology relating to both uncertainty and data quality, and tries to clarify their interrelationship and what they both mean for analytical measurements. It also reviews the options for estimating uncertainty that arise from the process of measurement. The established methods for quantifying the analytical component of the uncertainty will be described briefly to act as a comparison with the more recent methods that are being developed for the components that arise from the process of primary sampling. For this purpose sub-sampling of a test material within the laboratory will be considered as part of the analytical component.

The main aim of this paper will be to describe the practical implementation of the chemometric techniques rather than to discuss the details of the field studies, or the implications of the findings for either the interpretation of results or for the objectives of geo-analytical science that have been discussed elsewhere. The assumptions upon which the calculations are made will be discussed as will the limitations that these impose on the validity of the results. Alternative approaches to the estimation of uncertainty and its components will also be discussed.

The chemometric techniques for the comparison of the components of the uncertainty that arise from both the sampling and the chemical analysis are described. These techniques can separate the components, indicate whether the combined uncertainty is excessive, and also indicate which of the components is most dominant and may need improvement. This later objective involves an assessment using ‘fitness-for-purpose’ criteria.

TERMINOLOGY OF UNCERTAINTY AND DATA QUALITY

Measurement uncertainty has been defined informally as ‘the interval around the result of a measurement that contains the true value with high probability’. This is somewhat more
The uncertainty of a measurement is quite different from the error. Error is the result of a measurement minus the true value of the measurement, and thus contains both a random and a systematic component. Bias is the difference between the expectation of the test result and an accepted reference value. In practice, this expectation is estimated as the mean of a large number of measurements and is essentially systematic. Trueness is a lack of bias, and is formally "the closeness of the agreement between the average value obtained from a large series of test results and an accepted reference value." In this sense, bias and precision can be used interchangeably to describe the quality of methods of measurement, whereas the terms "uncertainty" and "error" refer to individual measurements. A clearer understanding of these terms and their relationship with uncertainty may be gained from a graphical representation, either in one or two dimensions (Fig. 1).

From a single measurement, it is impossible to estimate the bias or precision of a method (Fig. 1a). The difference between the measured value and the "true" value of the concentration is called the "error." From a single measurement, however, it is not clear whether this error is caused by a systematic or a random error in the method. The ISO definition of accuracy is "the closeness of the agreement between a test result and the accepted reference value." This is the term used to express this error of a single measurement, which cannot necessarily be identified as being of a systematic or a random nature. "Accuracy" and "error" have similar meanings, but "accuracy" is a lack of error for single measurements. This is equivalent to "trueness" being a lack of bias for methods, or their results.

When any further measurements are added to the first, it becomes possible to estimate the systematic component (i.e., bias) from the random component of the error in the method (i.e., precision). It is possible that the error in the first measurement is almost entirely random [e.g., Fig. 1(b)] or equally possible that it is almost entirely systematic [e.g., Fig. 1(c)].

In the former case [Fig. 1(b)] all four measurements are made with a method that is not very precise, but the average value of which is close to the "true" value (i.e., the bias of the method is small). In the latter case [Fig. 1(c)], although the method is quite precise, the average value is a large distance from the "true" value (i.e., the bias of the method is large). The ideal case is where the bias of the method is small, the precision is good (i.e., a small value) and all measurements therefore have a small error (Fig. 1d). In the case where the precision of the method is poor (i.e., a large value) and the bias is also large, then the individual measurements can have either large or small errors (Fig. 1e). Such differences between the errors of individual measurements made by one method is to be expected for any method whatever the precision and bias.

Estimation of the uncertainty of the measurements in each of these cases (Fig. 1) illustrates the various components of uncertainty and the difference between the terms uncertainty and error. Where the method has a large precision value [Fig. 1(b)] the uncertainty of the measurements is dominated by this component and is also a large value. Where the precision and the bias of the method are both small values [Fig. 1(d)] the uncertainty is also small. Where both the precision and the bias of the method have large values [Fig. 1(e)] the uncertainty has a large value, based on a combination of both components.

A more contentious case is where the precision of the method

![Fig. 1 Diagrammatic explanation of the difference between the terms bias, precision, error and uncertainty.](image)

- (a) From a single measurement (●) of analyte concentration it is impossible to estimate the bias or precision of a method of measurement, however the error of that single measurement is simply its difference from the true value of the analyte concentration (●). (b) If the method of measurement has a large value of bias and precision, it is still possible to have a single measurement with a small error (●), but it will have a large value of uncertainty. See text for further discussion.

is a small value, but the bias is large [Fig. 1(c)]. In this case the range containing the true value (i.e., the uncertainty) is large. In the ISO definition of uncertainty, it is assumed that all systematic errors have been corrected. If the bias of the method were known with specified uncertainty for the samples analysed, then the measurements could be corrected. In this case the uncertainty would be small, but larger than for the uncorrected measurements by the amount caused by the uncertainty in the correction. The problem with this approach is that systematic errors in a method are not always known and cannot therefore always be corrected. Sometimes such errors are suspected but their extent in the method is not known with sufficient certainty to correct the measured results. Where it is possible to use reference materials used to estimate them are not well matched to the composition of the samples. In such cases the systematic component of the uncertainty must be incorporated in order to give a realistic estimate of the uncertainty. When inter-organisational trials are used to estimate the uncertainty by a 'top-down' method (e.g., chemical analysis) and it is therefore this uncertainty that is of primary importance to the user, and not the uncertainty in the correction. The problem with this approach is that they ignore the uncertainty arising from the procedures of both primary sampling and chemical analysis. In terms of the quality of the methods employed, these four components can be quantified as sampling precision, analytical precision, sampling bias and analytical bias.

**Techniques for estimating measurement uncertainty**

For chemical analysis, two main strategies have been proposed for the estimation of measurement uncertainty. They both need to be evaluated as options for the application to primary sampling. In the 'bottom up' approach the random error from each individual component of a method is quantified separately as a standard deviation (σ). The overall uncertainty is then estimated by summing the individual errors by their variances ($\sigma^2$). In the alternative 'top down' approach uses inter-laboratory trials (such as proficiency tests or collaborative trials) to estimate the total uncertainty of a measurement. In this method, many selected laboratories (n > 8) analyse the same sample, by the same analytical method. The scatter of the measurements reported by all of the laboratories is then used to derive an overall estimate of uncertainty. The 'bottom up' approach has the advantage that it requires that all of the uncertainties of sources need to be identified. It is relatively easy to consider the obvious sources of error which are explicit parts of the method (e.g., weighing, volumetric additions). However, the most important source of uncertainty may not be explicit in the method (e.g., laboratory temperature) and it is therefore easily overlooked especially by inexperienced practitioners. Furthermore, it can be a long and expensive procedure to quantify all the component errors if the method is to be applied rigorously. Once the main component of the uncertainty has been identified, however, the variance of this component often dominates to such an extent that future monitoring can concentrate on this one source of variance. The benefits of the 'top down' approach can be appreciated from the discrepancies that are often evident between laboratories in inter-organisational trials. These differences are often larger than can be accounted for by the individual estimates of uncertainty within each lab. This is because the 'bottom up' approach used by individual labs tends to give an underestimate of the uncertainty. The limitation of the 'top down' approach is that it depends on the selection of laboratories that contribute. If the laboratories all use a similar source of calibration, they may all be equally biased and therefore give an underestimate of the uncertainty. Alternatively, one laboratory may have gross errors, atypical of the application of the method as a whole, and these will cause an overestimate of the uncertainty.

**Estimating uncertainty in sampling**

For the analysis of many primary materials, the main problem with estimating measurement uncertainty by the methods described above is that they ignore the uncertainty arising from primary sampling. The term 'primary sampling' is used to differentiate it from the sub-sampling of test materials that happens within the laboratory, which can easily be estimated as part of analytical precision. It is often ignored in analysis can never be of better quality than the sample upon which it is made. What has been lacking however is the means of estimating the size of the uncertainty which is introduced by sampling. Methods devised originally for estimating analytical uncertainty have been adapted however, to the estimation of sampling uncertainty.

A more holistic approach is to consider primary sampling and chemical analysis as just two parts of the same 'measurement' process, and to quantify their combined contribution to the uncertainty. The overall measurement uncertainty can therefore be considered to have contributions from four components. These are the random and systematic errors arising from the procedures of both primary sampling and chemical analysis. In terms of the quality of the methods employed, these four components can be quantified as sampling precision, analytical precision, sampling bias and analytical bias. Taking the 'bottom up' approach to estimating the total measurement uncertainty we can review the methods available for the estimation of these four components. Analytical precision can be measured by the use of analytical duplicates or in combination with sampling precision using a balanced design of sampling and analytical duplicates. A balanced design is achieved when there are equal numbers of analytical duplicates on each of the sampling replicates, as is the case in the test data discussed below. Analytical bias is usually estimated by the analysis of certified reference materials. New methods have been proposed for the estimation of sampling bias. For a single sampler it is possible to measure the bias between the measurements by different protocols. Bias against an 'accepted reference value' as specified by ISO could in theory be achieved in practice by the use of a reference sampling target. This is the sampling equivalent of a reference material for the estimation of analytical bias. Such a target has not yet been created, but in principle it would be given a certified value and uncertainty of some parameter (such as the mean concentration of an element) by a certification trial, analogous to the procedure currently used to certify a reference material.

Taking the 'top down' approach it is possible to use measurements from inter-organisational sampling trials, such as sampling proficiency tests and collaborative trials, to estimate uncertainty which can incorporate the uncorrected bias in the measurements from any of the participants. Four methods for the estimation of measurement uncertainty from primary sampling have recently been proposed and tested. They correspond to the four possible combinations of numbers of samplers (i.e., people taking samples) and numbers of sampling protocols employed, which are Method 1, for single sampler/single protocol; Method 2, for single sampler/multiple protocols; Method 3, for multiple sampler/single protocol, and Method 4, for multiple sampler/multiple protocols.

Only the first of these techniques will be discussed in detail here with an explanation of how to implement the method and how the chemometric technique of analysis of variance (ANOVA) is used to estimate the uncertainty and its components. Application of the other three techniques is discussed elsewhere.

**Example of estimation of uncertainty due to sampling and analysis**

The most straightforward method for the estimation of uncertainty due to sampling is applicable to the case of a single
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been validated on simulated test data of known nominal against average S2 for one site) varies by up to a factor of
via
written computer program called ROBCOOP4.EXE, that has around 10% relative to the mean value. The agreement between
largely overcome by the use of robust analysis of variance,

\[(m \pm gg) \times V \pm V_5 \times V_{10} \times V_{gg} \times V_{10} \times V_{10}\]

The structure of the test data file (18,2,2) corresponds to that of the experimental design in Fig. 2. This program
ROBCOOP4.EXE is a compiled FORTRAN program which can be run in MS-DOS, without a compiler, by following the input
requirements shown below (in bold). This input assumes that the program is in current drive and directory, and that the data is,
for example on drive ‘a’:

ROBCOOP4
Enter file name of raw data a MUTEST.DAT
elements 1
 fists, field replicate samples per site, field replicate analyses per sample 18,2,2
--- element 1

Fig. 2 Balanced experimental design for the estimation of random components of measurement uncertainty by Method 1.

Table 1 Format of the analytical measurements of test dataset MUTEST.DAT for estimation of measurement uncertainty using
analysis of variance (ANOVA)*

<table>
<thead>
<tr>
<th>S1A1†</th>
<th>S1A2†</th>
<th>S2A1†</th>
<th>S2A2†</th>
</tr>
</thead>
<tbody>
<tr>
<td>151.6</td>
<td>156.4</td>
<td>173.2</td>
<td>170.0</td>
</tr>
<tr>
<td>201.2</td>
<td>184.8</td>
<td>163.2</td>
<td>141.2</td>
</tr>
<tr>
<td>139.2</td>
<td>142.0</td>
<td>229.2</td>
<td>222.0</td>
</tr>
<tr>
<td>338.0</td>
<td>408.0</td>
<td>75.40</td>
<td>82.0</td>
</tr>
<tr>
<td>187.0</td>
<td>191.0</td>
<td>124.0</td>
<td>121.0</td>
</tr>
<tr>
<td>314.4</td>
<td>316.8</td>
<td>231.2</td>
<td>226.4</td>
</tr>
<tr>
<td>482.0</td>
<td>528.0</td>
<td>848.4</td>
<td>859.2</td>
</tr>
<tr>
<td>286.8</td>
<td>288.0</td>
<td>492.4</td>
<td>490.4</td>
</tr>
<tr>
<td>176.4</td>
<td>184.8</td>
<td>232.0</td>
<td>238.0</td>
</tr>
<tr>
<td>157.2</td>
<td>151.6</td>
<td>121.2</td>
<td>120.4</td>
</tr>
<tr>
<td>264.0</td>
<td>277.6</td>
<td>260.0</td>
<td>264.8</td>
</tr>
<tr>
<td>447.2</td>
<td>439.0</td>
<td>374.0</td>
<td>371.2</td>
</tr>
<tr>
<td>372.4</td>
<td>373.6</td>
<td>392.4</td>
<td>376.4</td>
</tr>
<tr>
<td>113.6</td>
<td>116.4</td>
<td>85.2</td>
<td>83.2</td>
</tr>
<tr>
<td>356.4</td>
<td>383.2</td>
<td>526.4</td>
<td>418.8</td>
</tr>
<tr>
<td>209.6</td>
<td>178.8</td>
<td>137.2</td>
<td>145.2</td>
</tr>
<tr>
<td>271.2</td>
<td>256.0</td>
<td>284.4</td>
<td>299.6</td>
</tr>
<tr>
<td>113.2</td>
<td>114.8</td>
<td>127.2</td>
<td>120.4</td>
</tr>
</tbody>
</table>

* Four measurements of Pb (in µg g⁻¹) in soil at 18 sites, with duplicate chemical analysis (of A1, A2) of two field samples (S1, S2),
corresponding to the experimental design in Fig. 2. The headings (e.g. S1A1, S2A1) are for information only and should not appear in
the data file for computation. Visual inspection of the variation shows that the analytical precision is good and although there are differences of
a factor of 2 between the field duplicates, these are much smaller than the variability between sites, which ranges over a factor of ten.

Table 1 Format of the analytical measurements of test dataset MUTEST.DAT for estimation of measurement uncertainty using
analysis of variance (ANOVA)*
calculated using classical ANOVA, for the purpose of comparison. The classical variance estimates are generally higher than the robust estimates. This is because of a small number of outlying measurements, for example the duplicate analyses (528.4 and 418.8 µg g⁻¹) of the second sample taken at the 15th location in Table 1.

Two of the component variances can be classed as measurement uncertainty, and these are the sampling and the analytical variance (σ²samp and σ²anal). The third component is the between-location variance due to real variation of the analyte across the target. This is called the geochemical variance (σ²geochem). In this particular case of a geochemical investigation. In this example the sampling uncertainty or within-location variance will be partially due to small scale geochemical variation within the location, but represents the uncertainty in all of the samples that could be taken from that 'location' as specified (in this case within a two metre radius).

All three variances can be summed to give the total variance of the survey. This is the figure that would be calculated when calculating the standard deviation of all the measurements, and can be expressed by:

\[ s^2_{\text{total}} = s^2_{\text{geochem}} + s^2_{\text{samp}} + s^2_{\text{anal}} \] (1)

The measurement uncertainty (u) can be estimated using this ‘bottom up’ approach, from the combination of the sampling and analytical variance, giving the measurement variance as:

\[ u^2 = s^2_{\text{samp}} + s^2_{\text{anal}} \] (2)

It is usual to increase the confidence interval of the uncertainty by multiplying by a coverage factor (k) to give the expanded uncertainty (\( U \)). The equivalent to the quotation of precision using two standard deviations (i.e., \( k = 2 \)) for 95% confidence (95.44% to be exact). This gives:

\[ U = ku = 2s_{\text{meas}} \] (3)

As relative uncertainty (i.e., expanded uncertainty expressed relative to the concentration) this becomes:

\[ U% = \frac{200\text{thick思}}{\text{mean}} \] (4)

For the results on the test data, the uncertainty estimate is 57.36 µg g⁻¹, using eqn (2). The expanded uncertainty with a coverage factor of 2 is twice this value, and the relative uncertainty is 41.87%, using eqn (3). This equation assumes that the uncertainty (and hence \( s_{\text{meas}} \)) is a fixed proportion of the concentration. This is a reasonable assumption when the analyte concentration is well above the detection limit of the analytical method. The standard deviation of the analysis (\( s_{\text{anal}} \)) at some concentration (c) has been shown to vary as a function of concentration,\(^\text{5}\) by the equation:

\[ s_{\text{anal}} = k_{\text{anal}} \cdot c^\theta \]

where \( s_{\text{anal}} \) is the standard deviation of the analysis at zero concentration. The constant \( \theta \) is related to the relative precision that is approached at high concentration (e.g., 0.05 for 5% precision, expressed for one standard deviation). If the analyte concentration is close to the detection limit of the analytical method, it should be possible to include this function for the standard deviation from analysis as \( s_{\text{anal}} \). In eqn (2) for the estimation of uncertainty.

The calculated value of the uncertainty applies to measurements made on single samples taken in the survey. If multiple samples are taken at any individual location within the site, the uncertainty on the average for that location is the value given by eqn. (3) divided by \( \sqrt{n} \). This is equivalent to the standard error on the mean value (\( s_{\text{mean}} \)). For example the estimated relative uncertainty at a location where four measurements have been made would be half (1/4) of the value given by eqn. (3) (20.93% for the test data).

Relative contributions of sampling and analysis to uncertainty

It is clear from eqn (2) that random errors from both the processes of primary sampling (\( s^2_{\text{samp}} \)) and chemical analysis (\( s^2_{\text{anal}} \)) contribute to the overall measurement uncertainty. This basic method should give a realistic estimate of the uncertainty, but the use of ANOVA also allows the individual contributions to the uncertainty to be separated and quantified. Although the absolute size of these components can be useful, it is their size relative to each other and relative to the total variance, that can be most useful in deciding the suitability of the methods of sampling and analysis employed. This can best be appreciated when the component variances are expressed as percentages of the total variance. For the results on the test data (Fig. 3), the ‘percent variance’ figures show that the analytical variance contributes a very small fraction of the total variance (0.16%). This is well below the suggested maximum percentage for the ideal method in which the analytical variance should not exceed 4% of the total variance.\(^\text{15}\) The proportions and the relationship to the ideal values can be communicated more clearly by displaying them as a pie chart (Fig. 4).

Alternatively the analytical variance should ideally contribute less than 20% to the total variance,\(^\text{15}\) if the measurements are to give a clear representation of the true variation of the analyte across the sampling target (in this case the true geochemical variation). For the test data the measurement variance contributes 12.07% (i.e., 11.91 ± 0.16) to the total variance, which is well within this ideal value. If the 20% figure were to be exceeded it does not mean that the measurements are unusable, but rather that particular emphasis must be placed on consideration of the measurement uncertainty in the
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<table>
<thead>
<tr>
<th>element</th>
<th>classical results</th>
<th>robust results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>289.101</td>
<td>273.932</td>
</tr>
<tr>
<td>Sums of squares</td>
<td>1989270.4</td>
<td>365656.5</td>
</tr>
<tr>
<td>Sigma values (geochem, sampling, analysis)</td>
<td>155.484</td>
<td>99.999</td>
</tr>
<tr>
<td>Percent variance (geochem, sampling, analysis)</td>
<td>70.09</td>
<td>28.99</td>
</tr>
<tr>
<td>Sigma (total)</td>
<td>185.715</td>
<td>156.073</td>
</tr>
<tr>
<td>Rebut results:</td>
<td>154.789</td>
<td>56.967</td>
</tr>
<tr>
<td>Sigma values (geochem, sampling, analysis)</td>
<td>87.93</td>
<td>11.91</td>
</tr>
<tr>
<td>Percent variance (geochem, sampling, analysis)</td>
<td>0.16</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 3. Output of the program ROBCOOP4.EXE when applied to the test data in Table 1 (i.e. MUTESEDAY). The upper five lines give the results of the classical ANOVA and the lower five lines the results of the robust ANOVA. For discussion see text.
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The measurement variance (sampling + analytical) at 12.07% is well below the suggested ideal maximum of 20% of the total variance,\(^1\) and can therefore be considered fit-for-purpose. The measurement variance and hence uncertainty can be seen to be dominated by the contribution from the sampling (11.91%) rather than from the chemical analysis (0.16%).

**LIMITATIONS OF THIS METHOD**

The assumptions of classical ANOVA have been summarised\(^2\) as:-

1. That the variances should be independent. An example of this assumption being invalid would be if the presence of a particular mineral in one soil type caused both high sampling variance due to heterogeneity and also high analytical variance due to instrumental effects.
2. Each level of variance should be homogeneous, that is it should not vary systematically within one level. For example, the analytical variance should not vary between different sample types or as a function of concentration.
3. The distribution of errors within each level of variance should be approximately Gaussian.

The first two assumptions may well be invalid to some extent in some instances and should be monitored. The variance of the analyte concentration is assumed not to be a function of concentration. This is known not to be true over large ranges of concentration, but is assumed to be so for the relatively narrow range of values left after the accommodation of high outlying values by the robust ANOVA. The third assumption is very rarely valid in the sampling of natural materials, which often give a few high outlying values. These may be due, for example, to rare particles with high concentrations.

ANCOVA can be used to identify where the improvements can be made most effectively. If the measurement uncertainty is dominated by the sampling variance, then this is clearly where reductions in variance will produce the greatest improvements overall, because of the summation of squared terms in eqn. (2). This reduction might, for example, be achieved by increasing the mass of the sample by a factor that can be calculated by an equation discussed below. Conversely the dominating measurement variance may come from the chemical analysis, in which case this can usefully be reduced by the selection of a more precise analytical method.

It is possible to modify the experimental design to gain more detailed information on the sources of the uncertainty. This could be implemented by including duplication at another level of the procedure, such as for the instrumental measurements.

There is also a minimum value for the analytical component of 1% of the measurement variance. Below this figure further reductions in analytical uncertainty would not produce any appreciable reductions in the overall measurement uncertainty. Similarly if the total measurement uncertainty accounts for less than 1½ of the total variance, then further reductions are unlikely to substantially change the interpretation of the differences between the concentrations at different sampling locations.

These ideal maximum values for the variance proportions are what have become known as 'fitness-for-purpose' criteria. In this case, if the true variance in the analyte is large then the measurement uncertainty required to describe that variation is relatively large. Alternatively, if the true variation in the analyte concentration is small then a much smaller measurement uncertainty will be required. It is also possible to introduce financial considerations in the consideration of fitness-for-purpose. This has been approached using a loss function to apply cost-benefit analysis to the selection of the most appropriate level of measurement uncertainty.\(^2\) In this case the relative expenditure on the sampling and chemical analysis was balanced so that it reflected their respective contribution to the uncertainty. The combined expenditure of the sampling and analysis were also balanced against the financial losses that could arise from excessive uncertainty in the measurement.
as a function of concentration. Analytical bias can also be incorporated automatically, if the uncertainty is estimated by the use of a sampling proficiency test, in which all participants analyse their own samples (discussed below). Sampling bias can also be estimated automatically within a sampling proficiency test. In this case the systematic error of one participant can be regarded as a random error when viewed across all the participants. For use with the more simple method described here, the sampling bias can be estimated separately on principle by two methods. If one sampler applies a specific protocol to a reference sampling target (RST), then the sampling bias can be estimated by comparison with the certified value of the analyte concentration. This method is directly analogous with the use of reference materials for the estimation of analytical bias, but has not yet been tested. It depends on establishing a certified value for the candidate RST by a consensus from an inter-organisational sampling trial, which has to incorporate the inevitable heterogeneity of the sampling target.

A second possible method for the estimation of sampling bias is by use of the sampling equivalent of the analytical ‘spike recovery’ test. In this case a synthetic RST is prepared by adding a known concentration of the analyte to the sampling target. It is theoretically possible therefore to estimate the bias of any measurement (sampling + analysis) against the known concentration value rather than against a consensus value. Research into this technique is currently being undertaken by the author and co-workers.

Incorporation of systematic errors into uncertainty estimates

The estimates of the analytical or sampling bias can be added into an estimate of uncertainty, but there is no consensus on the best method to be employed for doing so. The suggestion from ISO is that the estimated bias should be used to correct the measurement estimates and that the uncertainty on the estimated bias should be added to the uncertainty as a variance. As was discussed earlier, this is often impractical for many analytical systems. Alternatively it has been suggested that the maximum value of bias found should be considered as the range (r) of a rectangular distribution to be added to the uncertainty. The standard uncertainty of a rectangular distribution is given by r/3, and this figure can be added to the other estimates of uncertainty by its variance. A second alternative has also been suggested in which the full value of the best estimate of the bias is added to the estimate of the expanded uncertainty when establishing the range of the uncertainty for comparison with threshold values of concentration.

Alternative options for the estimation of uncertainty

Three other experimental methods have been described for the estimation of measurement uncertainty from sampling, as outlined above. They are progressively more complex to implement than the first method described here, but encompass more sources of uncertainty and should therefore give increasing better estimates of the overall uncertainty of the measurement. In the inter-organisational sampling trial (Method 3), ANOVA is also used for the estimation of uncertainty but is based on a different experimental design. Details of this application are described elsewhere but one interesting difference is in questioning the benefits of using robust statistics in this case. If one of the nine participants in an inter-organisational trial produces an outlying value of concentration, then this will be down-weighted in the robust estimate of the uncertainty. It may be however that the concentration reported by this one participant is closer to the ‘true’ value, by perhaps avoidance of a bias that has affected the other participants. In this case a more reliable estimate of the uncertainty would be obtained by using the classical rather than the robust ANOVA.

Theoretically, it is possible to predict the uncertainty of sampling from a mathematical model such as that of Gy's. His equation can be simplified as:

$$s^2 = C_0^2 m$$

(4)

Where s is the standard deviation of sampling error, m is the sample mass and d is the size of the largest particles in the sample. The constant C is the product of four factors relating to the particles being sampled which are (i) a liberation factor (to express how much of the analyte will be recovered from any grain of the sample), (ii) a shape factor e.g. expressing whether grains are spherical or platy), (iii) a particle size distribution factor, and (iv) a composition factor (expressing the analyte concentration in each grain). A readable explanation of sampling theories that includes Gy's, with worked examples is given by Smith and James.

In practice however, such equations are based on very idealised models of the system being sampled. For example, estimates of the four factors within Gy's constant C are difficult to determine with any degree of certainty and may well vary in different parts of the sampling target. This equation has been used to estimate the sample mass required to achieve a specified sampling error and in this role it has been found to often overestimate the mass required, which useful gives an uncertainty that is better than required. When applied to estimate uncertainty however, it would require a large amount of effort to estimate all the parameters required and would still be unlikely to provide a reliable estimate of the uncertainty. Experimental work would be required to confirm this conjecture.

A very useful role for such equations however, is making recommendations for changing the uncertainty of sampling, once it has been estimated experimentally. For example eqn. (4) indicates that a doubling of sample mass will reduce measurement variance by a factor of two, and therefore uncertainty by a factor of \( \sqrt{2} \). In one sense experimental measurements are being used to estimate the variables in the equation which can then be used to predict changes in the uncertainty. Overall therefore, it seems more reliable to measure uncertainty from sampling experimentally than to predict it theoretically.

A very different approach to estimating uncertainty from sampling comes from the study of geostatistics, using a particular technique called kriging. This statistical technique is primarily aimed at estimating analyte concentrations between the sampling locations. It is based on the formulation of the change in covariance of measurements made at pairs of sampling locations, with increasing distances of separation. The model fitted to this variation is called a variogram. The intercept of the variogram, called the ‘nugget’, is the variance remaining at zero distance, and will reflect some random and components of the measurement uncertainty. The variogram can be used to estimate not only the concentration of intermediate locations within the sampling area, but also a kriging standard error of estimation. The essential difference between this uncertainty and those discussed above, is that it refers to concentrations between rather than at the sampling locations. If the method described in this paper is used to improve the estimate of uncertainty at the sampling locations (e.g. by including sampling bias), then kriging can be used to improve the estimates of uncertainties between the sampling locations. In this way the two approaches are complementary in their objectives. The construction of a realistic variogram depends on the collection of a large number of samples, spread evenly across the sampling target. This
contrasts with the basic method described here, which is much more adaptable to surveys that are small or uneven in their design.

CONCLUSIONS

A detailed explanation has been given for the application of ANOVA for the estimation of measurement uncertainty. This uncertainty arises both from the chemical analysis but also from the sampling procedures used to select the material from its primary source (i.e., the sampling target). The computer program and a test data set are available electronically. The technique gives an estimate of both the overall measurement uncertainty and also the separate contributions that arise from the processes of sampling and chemical analysis.

A criterion is described that can be applied to deciding whether a particular level of measurement uncertainty is fit-for-purpose. This is based on the percentage of the total variance contributed by the total measurement uncertainty. The ANOVA result makes it possible to compare the contributions to the uncertainty from the sampling and the chemical and to thereby identify where the uncertainty can most effectively be reduced. Further criteria are suggested for the optimum balance between these two sources of uncertainty.

Recommendations for the reduction of uncertainty due to sampling are given based on traditional sampling theory. The ANOVA method is relatively simple to apply, but has limitations especially in requiring further independent estimates of the uncertainty arising from sampling and analytical bias. Methods for this purpose are referred to as well as more sophisticated methods that automatically include contributions of these biases to the uncertainty.

The assumptions, limitations and relative merits of these methods are discussed, together with other potential methods of estimating uncertainty arising from sampling.

The application of these methods should not be limited to sampling of primary materials prior to chemical analysis, but can also be used with in situ analytical techniques where sampling and analysis are indivisible. A recent study of in situ analysis using portable XRF has illustrated that although measurement uncertainty for certain applications can be high (e.g., 50%) such measurements are still fit for specified purposes. Similar arguments could be made for uncertainties for techniques such as laser ablation based spectroscopy where uncertainties have again been shown to be large for some applications.

The Robust ANOVA program has been adapted from one original written by Prof. B. D. Ripley, Department of Statistics, University of Oxford, U.K.
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