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NMR titration

The structure of the complex between 1 and (L)-2 was investigated using proton NMR spectroscopy. Conditions: 500 MHz, D_2O, phosphate buffer 200 mM, pH 7.4, 278 K, [1]=1 mM (3-(trimethylsilyl)propionic-2,2,3,3-d_4 acid sodium salt was used as internal standard for calibration). The spectra were assigned with COSY experiments.

Upon binding to 1 a strong ring current-induced upfield shift was observed for the protons of the side chain of (L)-2, while the α-proton was hardly shifted. These observations suggested that the side chain of (L)-2 was located within the cavity of the receptor.

Furthermore, the binding of (L)-2 was slow on the NMR timescale and of a similar order of magnitude for both enantiomeric macrocycles. The formation of two equimolar diastereoisomeric complexes (L)-2/(pS)_4·1 and (L)-2/(pR)_4·1 suggested that (L)-2 bound both enantiomers of 1 with a similar affinity.
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Statistical details

The ICD amplitude at 318 nm were chosen as input dimensions for the Linear Discriminant Analysis (LDA) procedure. For each analyte, triplicates were obtained at two [guest]/[host 1] ratio of 1 and 5, respectively.

First, the data were scaled with the "preprocessing.scale()" function of the sklearn Python module. Then, the LinearDiscriminantAnalysis class of the module was used as a classifier and was fitted on the input data. The Eigen solver provided the dimensions that maximize the separation between classes, and the data were projected to the resulting two dimensional subspace (no dimensionality reduction was necessary). The confidence intervals for the true means of the classes were plotted at a level of 99%.

For the Jack Knife (or leave-one-out) validation, the data were first scaled with the procedure mentioned above. One replicate was left out of the training set, and the LDA classifier was fitted on the input data. The excluded replicate was then used as a blind sample, and its class was predicted with the "predict()" function of the LinearDiscriminantAnalysis class of the sklearn Python module. A correct prediction of the analyte's class increases the Jack Knife score, while an incorrect prediction decreases the score. The procedure was repeated for each replicate of the data sets. For the dipeptides and amino acids data sets, Jack Knife scores of 73.3 % and 100 % were obtained, respectively.

The full Python scripts are available upon simple request.


3. The confidence intervals were calculated according to the following procedure: [https://github.com/joferkington/oost_paper_code/blob/master/error_ellipse.py](https://github.com/joferkington/oost_paper_code/blob/master/error_ellipse.py)