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A three-dimensional (3D) model was developed using the ANSYS-FLUENT software to simulate the ICP and compare the performance of the new and Fassel torches in terms of fluid flow, heat transfer, electromagnetic field effects, trajectory of particles, and so on. Assuming the ideal gas fluid flow to be Newtonian, in a steady-state condition, and laminar, the Navier-Stokes equations can be written as follows:

- **Continuity:**
  \[
  \frac{\partial}{\partial x}(\rho v_x) + \frac{\partial}{\partial y}(\rho v_y) + \frac{\partial}{\partial z}(\rho v_z) = 0
  \]

- **Momentum:**
  \[
  \rho \left( v_x \frac{\partial v_x}{\partial x} + v_y \frac{\partial v_x}{\partial y} + v_z \frac{\partial v_x}{\partial z} \right) = -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( \mu \frac{\partial v_x}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu \frac{\partial v_x}{\partial y} \right) + \frac{\partial}{\partial z} \left( \mu \frac{\partial v_x}{\partial z} \right) - F_{d,x} + F_{L,x}
  \]
  \[
  \rho \left( v_y \frac{\partial v_y}{\partial x} + v_y \frac{\partial v_y}{\partial y} + v_z \frac{\partial v_y}{\partial z} \right) = -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \left( \mu \frac{\partial v_y}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu \frac{\partial v_y}{\partial y} \right) + \frac{\partial}{\partial z} \left( \mu \frac{\partial v_y}{\partial z} \right) - F_{d,y} + \rho g_y + F_{L,y}
  \]
  \[
  \rho \left( v_z \frac{\partial v_z}{\partial x} + v_y \frac{\partial v_z}{\partial y} + v_z \frac{\partial v_z}{\partial z} \right) = -\frac{\partial p}{\partial z} + \frac{\partial}{\partial x} \left( \mu \frac{\partial v_z}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu \frac{\partial v_z}{\partial y} \right) + \frac{\partial}{\partial z} \left( \mu \frac{\partial v_z}{\partial z} \right) - F_{d,z} + F_{L,z}
  \]

Also, assuming the viscous dissipation to be negligible, the energy equation can be written as:

\[
\rho \left( v_x \frac{\partial h}{\partial x} + v_y \frac{\partial h}{\partial y} + v_z \frac{\partial h}{\partial z} \right) = \frac{\partial}{\partial x} \left( k \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial h}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial h}{\partial z} \right) + \sum_i \left[ \frac{\partial}{\partial x} \left( \rho h_i \frac{D_{i,m}}{\partial x} \right) + \frac{\partial}{\partial y} \left( \rho h_i \frac{D_{i,m}}{\partial y} \right) + \frac{\partial}{\partial z} \left( \rho h_i \frac{D_{i,m}}{\partial z} \right) \right] + Q_{in} - Q_R
\]

In these relations, \( \rho, \mu, k, \) and \( c_p \) are the density, dynamic viscosity, thermal conductivity, and specific heat capacity, respectively. Also, \( P, V, \) and \( h \) are the pressure, velocity, and enthalpy, respectively, while \( x, y, \) and \( z \) denote the components of the coordinate system as shown in Figure S1. The gravitational acceleration \( \rho g \) was also assumed to be toward the negative \( Y \) direction. The sink terms \( F_{d,x}, F_{d,y}, \) and \( F_{d,z} \) also account for the momentum exchange between the continuous phase (i.e., plasma) and the discrete phase (i.e., graphite particles injected into the plasma).

In addition, the species transport equation was included in the model to account for the influence of surrounding air on argon plasma. The conservation equation for species can be written as follows:

\[
\rho \left( v_x \frac{\partial Y_i}{\partial x} + v_y \frac{\partial Y_i}{\partial y} + v_z \frac{\partial Y_i}{\partial z} \right) = \frac{\partial}{\partial x} \left( \rho D_{i,m} \frac{\partial Y_i}{\partial x} \right) + \frac{\partial}{\partial y} \left( \rho D_{i,m} \frac{\partial Y_i}{\partial y} \right) + \frac{\partial}{\partial z} \left( \rho D_{i,m} \frac{\partial Y_i}{\partial z} \right)
\]

where \( Y_i \) is the mass fraction of the \( i \)-th species and \( D_{i,m} \) is the diffusion coefficient of the \( i \)-th species in the mixture. The diffusion coefficient of each species (here only air and argon) was calculated using the kinetic theory for which the Lennard-Jones parameters were taken from Hirschfelder et al. To account for the transport of enthalpy due to diffusion of species, additional terms were added to the energy equation. These terms appear in Equation S5 in the form of a summation including the enthalpy \( h_i \) and mass fraction \( Y_i \) of various species. Aside from density which was calculated based on the ideal gas law, the other temperature-dependent properties (i.e., \( c_p, k, \) and \( \mu \)) were taken from Boulos et al. and attributed to each computational cell using the mass-weighted mixing law. As shown in Figure S1, a mass-flow-inlet boundary condition (B.C.) with a constant temperature was applied to the (carrier, outer, and intermediate) gas inlet ports of the torch. It can be seen that inlet port for the outer gas (and intermediate gas for the Fassel torch) is modeled according to reality to be able to introduce the gas tangentially and simulate the swirl effects inside the torch. The torch walls were considered to have a no-slip condition, while the pressure-outlet B.C. was applied to all the free boundaries of the computational domain. All the B.C.s. are schematically demonstrated in Figure A1.
Figure S1. Schematics of the 3D computational domain and boundary conditions for simulating the ICP torch.

The Maxwell equations were added to FLUENT in the form of user-defined functions (UDF) and scalars (UDS). For this purpose, the displacement currents associated with the oscillating magnetic field were neglected and the plasma was assumed to be globally neutral. Therefore, the Maxwell equations can be written as follows:

\[ \nabla \cdot E = 0 \]  \hspace{1cm} (S7)

\[ \nabla \cdot B = 0 \]  \hspace{1cm} (S8)

\[ \nabla \times E = -\frac{\partial B}{\partial t} \]  \hspace{1cm} (S9)

\[ \nabla \times B = \mu_0 (J_{\text{coil}} + J_{\text{ind}}) \]  \hspace{1cm} (S10)

\[ J_{\text{ind}} = \sigma E \]  \hspace{1cm} (S11)

where \( E \), \( B \), and \( \mu_0 \) are the electric field intensity vector, magnetic flux density vector, and vacuum magnetic permeability, respectively. Also, \( J_{\text{coil}} \) denotes the vector of current density applied to the load coil as a source term, whereas \( J_{\text{ind}} \) is the vector of current density induced in the plasma by the load coil. The values of electrical conductivity \( \sigma \) of the plasma at various temperatures were taken from Boulos et al.\(^2\). Since inside the torch tube is dominantly filled with argon, the effect of air on the electrical conductivity was neglected. For solving the Maxwell equations, Mostaghimi and Boulos\(^3\) suggested the vector potential method based on the following expression:

\[ B = \nabla \times A \]  \hspace{1cm} (S12)

wherein \( A \) is the magnetic vector potential. Assuming that the scalar potential is zero due to absence of an electrostatic charge in the plasma, the electric field can be expressed as the time derivative of vector potential (i.e., \( E = -\frac{\partial A}{\partial t} \)). Therefore, by combining Equations S9 through S12, and using vector identities, we can write:

\[ \nabla^2 A - \mu_0 \sigma \frac{\partial A}{\partial t} = -\mu_0 J_{\text{coil}} \]  \hspace{1cm} (S13)

If it is assumed that \( A \) is characterized by a sinusoidal time variation with frequency \( f \), we can write the following relation for \( A \) using complex notation:

\[ A = \tilde{A} e^{i\omega t} \]  \hspace{1cm} (S14)

where \( \tilde{A} \) is the phasor and \( \omega = 2\pi f \). In a 3D coordinate system, the phasor will have 3 spatial components as \( \tilde{A} = (A_x, A_y, A_z) \).

Therefore, using Equation S14, Equation S13 can be rewritten as:

\[ \frac{\partial^2 A_x}{\partial x^2} + \frac{\partial^2 A_y}{\partial y^2} + \frac{\partial^2 A_z}{\partial z^2} - i(\mu_0 \sigma \omega \tilde{A}) = -\mu_0 J_{\text{coil}} \]  \hspace{1cm} (S15)

Using this method, time, \( t \), is effectively removed from the electromagnetic field equations. Considering that the phasor has \( x \), \( y \), and \( z \) components and that each component has both the real and imaginary parts (i.e.,
\[ \tilde{A} = (A_{x,\text{re}}, A_{y,\text{re}}, A_{z,\text{re}}) + i(A_{x,\text{im}}, A_{y,\text{im}}, A_{z,\text{im}}) \text{ with } i^2 = -1 \]. Equations 15 is in fact 6 equations which should be separately solved.

To account for the effects of Lorentz forces, source terms \( F_{L,x}, F_{L,y}, \text{ and } F_{L,z} \) were added to the momentum equations (Equations S2 – S5) in the \( x, y, \) and \( z \) directions, respectively. Two more source terms were added to the energy equation (Equation S6) to account for the effects of Joule heating \( Q_{\text{J}} \) and radiative losses \( Q_{\text{R}} \). Assuming the plasma to be optically thin and in a local thermal equilibrium (LTE) condition, radiative losses were approximated using the net emission coefficients for pure argon.\(^2\) The values of Joule heating and Lorentz forces were calculated as follows:

\[
Q_{\text{J}} = \frac{1}{2} \sigma (\tilde{E} \cdot \tilde{E}^*) \tag{S16}
\]

\[
F = (F_{L,x}, F_{L,y}, F_{L,z}) = \frac{1}{2} \sigma [\tilde{E} \times \tilde{B}] \tag{S17}
\]

The superscript \(^*\) denotes the complex conjugate and \( \mathbb{R} \) shows the real part of the complex variable.

As shown in Figure S1, the load coil was considered to be helical to study the associated asymmetrical effects on the shape of plasma and particle trajectory. To solve Equation 15, \( \tilde{J}_{\text{coil}} \) should be provided to the program as an input. However, it would be more practical to provide a value for power instead of current. Since power is not present as a variable in Equation 15, this equation was modified by dividing both sides to the magnitude of current density \( \tilde{a} \) (i.e., \( \tilde{J}_{\text{coil}} = \sqrt{J_{\text{coil},x}^2 + J_{\text{coil},y}^2 + J_{\text{coil},z}^2} \)) and rewritten as:

\[
\frac{\partial^2 \tilde{a}}{\partial x^2} + \frac{\partial^2 \tilde{a}}{\partial y^2} + \frac{\partial^2 \tilde{a}}{\partial z^2} - i(\mu_0 \sigma \omega \tilde{a}) = -\mu_0 \tilde{J}_{\text{coil}}(\tilde{J}_{\text{coil}}) \tag{S18}
\]

where \( \tilde{a} = \tilde{A}/\tilde{J}_{\text{coil}} \). The term \( \tilde{J}_{\text{coil}}(\tilde{J}_{\text{coil}}) \) would be essentially a unit vector revolving around the coil axis while being tangent to the coil turns at any given point. Using this change of variable, the electric field intensity can also be expressed as:

\[
\tilde{E} = -i \omega J_{\text{coil}} \tilde{a} \tag{S19}
\]

Using this relation and based on Equation S16, the following expression can be written for Joule heating:

\[
Q_{\text{J}} = \frac{1}{2} \sigma (\tilde{E} \cdot \tilde{E}^*) = \frac{1}{2} \sigma \omega^2 \left( A \cdot \tilde{A}^* \right) = \frac{1}{2} \sigma \omega^2 J_{\text{coil}}^2 (\tilde{a} \cdot \tilde{a}^*) \tag{S20}
\]

In each computational cycle, the values of \( \tilde{a} \) were first obtained by solving Equation S18. Based on the extended field approach\(^4,5\), the computational domain was taken large enough to be able to set the vector potential equal to zero on all the outer boundaries of the domain. As a result, the far-field boundary conditions for Equation S18 could be written as \( \tilde{a} = 0 \) (Figure S1). Next, the values of \( \tilde{a} \) were integrated over all the computational cells to calculate the coil current density \( \tilde{J}_{\text{coil}} \), using the following relation:

\[
\tilde{J}_{\text{coil}} = \frac{Q_{\text{coil}}}{\sqrt{2} \omega^2 \mathbb{V} \sum[\sigma(a \cdot a^*)^*] \forall } \tag{S21}
\]

in which \( Q_{\text{coil}} \) is the applied power to the coil—provided as input to the program by user—and \( \mathbb{V} \) is the volume of each computational cell. The value of \( \tilde{J}_{\text{coil}} \) found in this manner could then be used to calculate electric field intensity, magnetic flux density, and, eventually, the values for Lorentz forces and Joule heating source terms. Based on a mesh independence study, it was found that a mesh resolution equivalent to \( \sim 1000 \) cells/mm\(^3\) is sufficient and optimum for all the calculations. With this resolution, a typical CPU time for each case was around 1 – 3 days using 4 threads of an Intel Core i7-6700 processor in parallel in addition to 16 GB of RAM.
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