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S1. SMIE process of Ag/PAA composites. 

Figure S1. SMIE process of Ag/PAA composites. Step 1: SMIE for Ag deposition. 

Step 2: Dry film exposure. Step 3: Dry film development. Step 4: Dry film stripping & 

Ag etching. Step 5: Transfer to arbitrary substrate.

Figure S1 shows the schematic diagram of SMIE of Ag/PAA composite film in 

detailed. Step 1 is the process of SMIE. First, the PAA layer is spin-coated on PI-

attached glass substrate, and then immersed in the AgNO3 solution. After a certain 

period of time, Ag is replaced with Ag+ by a reducing agent to obtain a metal layer, its 

principle is the process of in situ growth of silver nanoparticles, including the exchange 

between H+ and Ag+ in PAA, and the Ag+ are reduced into Ag by a reducing agent. 

Step 2 is to attach the photosensitive dry film over the metal layer, and photolithography 

is performed through the mask. Step 3 is to obtain the desired pattern by the developer 

with NaOH and etching with 0.1 M KCl. Step 4 removes the photosensitive dry film 

by acetone. Step 5 is to peel the patterned composite film from the glass substrate and 

attach it to arbitrary substrate. The obtained Ag/PAA composites is peeled off from the 

glass substrate. The Ag/PAA composites is so flexible and can be attached to any 

substrate conformably, as shown in Figure 5.



 

S2. Conventional Process Optimization Difficulty

Figure S2. Comparison of factors affecting Ag/PAA composites by orthogonal 

analysis. a(i)-a(iii) Change AgNO3 soaking time, C(NaBH4) and NaBH4 reduction time in 

turn, C(PAA) and sheet resistance change relationship. b(i)-b(iii) Change C(PAA), C(NaBH4) 

and NaBH4 reduction time in turn, AgNO3 soaking time and sheet resistance change 

relationship. c(i)-c(iii) Change C(PAA), AgNO3 soaking time and NaBH4 reduction time 

in turn, C(NaBH4) and sheet resistance change relationship. d(i)-d(iii) Change C(PAA), 

AgNO3 soaking time, C(NaBH4) in turn, NaBH4 reduction time and sheet resistance 

relationship.



 

We first use the orthogonal analysis to analyze the influence of single 
variable. For example, from Figure S2a(i), with the NaBH4 concentration(5 mM) 
and the reduction time(20 min) fixed, under different the AgNO3 soaking 
time(i.e. AgNO3 ion exchange time), the relationship of the PAA concentration 
vs the sheet resistance of Ag/PAA composites was studied. It observed that as the 
PAA concentration increased, the sheet resistance decreased sharply first, then 
tended to be flat. Figure S2a(ii) and S2a(iii) showed the influence of NaBH4 

concentration and reduction time, respectively. Although these curves share the 
similar trend, due to changes in other manufacturing factors, the differences of 
the curves (slope, extreme point, etc.) is obvious. Following the similar 
procedure, we can analyzed Figure S2b(i)-S2b(iii), S2c(i)- S2c(iii), and S2d(i)- 
S2d(iii). Therefore, in case of four variable condition, it is difficult to obtain an 
optimal judgment condition in a continuous domain since 12 kinds of variable 
conditions existing.



 

S3. The implementation of the DE algorithm

The DE algorithm is essentially a multi-objective optimization algorithm, which 

is used to solve the global optimal solution in multi-dimensional space. Figure S3 is a 

whole flow chart of BP neural network based on DE algorithm. The input data of the 

model in this study is ( , , , ), and the details of implementation of the DE 𝑥1 𝑥2 𝑥3 𝑥4

algorithm are as following1:

Figure S3. BP neural network flow based on DE algorithm.

Population initialization. Initializing the population operation means generating 

NP D-dimensional individuals to form the original population, and the -th element of 𝑗

the -th individual of the original population is generated as shown in equation (1).𝑖

                                (1)𝑥 𝑗
𝑖,0 = 𝑥 𝑗

𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑(0,1) ∙ (𝑥 𝑗
𝑚𝑎𝑥 ‒ 𝑥 𝑗

𝑚𝑖𝑛)

The random number generation function  indicates that a uniformly 𝑟𝑎𝑛𝑑(0,1)

distributed random number is generated between (0, 1),  and  respectively 𝑥𝑚𝑎𝑥 𝑥𝑚𝑖𝑛

represent the maximum and minimum values of the constraint search space. Where 

, .𝑖 = 1,2,⋯𝑁𝑃  𝑗 = 1,2,⋯𝐷

Population fitness assessment. All individuals are sequentially substituted into 

the test function, and the fitness value  of each target vector  is calculated.𝑓[𝑋𝑖(𝐺)] 𝑋𝑖(𝐺)

Mutation operation. The mutation operation is the core of differential evolution. 

The mutation vector is composed of the vector scaling difference between individuals 



 

in the population and other different individuals. It is mainly divided into two parts: the 

base vector and the difference vector. According to different methods of generating the 

variation vector, multiple mutation strategies can be obtained. The most common 

mutation strategy is "DE/rand/1":

                    (2)
𝑉𝑖,𝐺 = 𝑋

𝑟 𝑖
1,𝐺

+ 𝐹 ∙ (𝑋
𝑟 𝑖

2,𝐺
‒ 𝑋

𝑟 𝑖
3,𝐺

)

The random indices , , and  are integers ranging from , which are 𝑟𝑖
1 𝑟𝑖

2  𝑟𝑖
3 [1,𝑁𝑃]

different from each other. The scaling factor  is a positive real number that controls 𝐹

the rate at which the population develops, with no upper limit.

Cross operation. The crossover operation is to cross-mix the mutated vector with 

the target vector to obtain a test vector. The parameter CR is used as the crossover 

probability to control the probability that the test vector consists of elements of the 

mutated vector. The specific execution method is as follows:

            (3)
𝑢𝑖,𝑗,𝐺 = { 𝜈𝑖,𝑗,𝐺      𝑟𝑎𝑛𝑑(0,1) ≤ 𝐶𝑅   𝑜𝑟    𝑗 = 𝑗𝑟𝑎𝑛𝑑

𝑥𝑖,𝑗,𝐺                              𝑜𝑡ℎ𝑒𝑟𝑠                       �
Where  is a random integer in [1, D], and condition  is to ensure that 𝑗𝑟𝑎𝑛𝑑 𝑗 = 𝑗𝑟𝑎𝑛𝑑

there must be elements from the mutation vector in the test vector, to avoid the 

stagnation of the algorithm while ensuring that the crossover operation is effective. 

Select an action. The DE algorithm uses a "greedy" choice strategy. First, the 

fitness values of all newly generated test vectors are calculated one by one, and then 

the fitness values of the test vectors are compared with the fitness values of the target 

vectors one by one. If the test vectors have lower objective function values, the test is 

performed. The vector replaces this target vector into the next generation, otherwise the 

target vector remains. The specific operation formula is as follows:

                  (4)
𝑋𝑖,𝐺 + 1 = { 𝑈𝑖,𝐺      𝑓(𝑈𝑖,𝐺) ≤ 𝑓(𝑋𝑖,𝐺)  

𝑋𝑖,𝐺                             𝑜𝑡ℎ𝑒𝑟𝑠�
The initial weight and the threshold of neural network are adjusted by the DE 

algorithm. Therefore, the decision variable of DE algorithm is the initial weight and the 

threshold of BP, and the range of each element is [-1,1].

In Matlab R2013a, the initial populations, the new individuals through mutation, 

the crossover and the selection operations are randomly selected to generate NP 

individuals. These new individuals are the weights and the thresholds of neural 

network, which can assign the optimal weights and the thresholds to neural network. 



 

And the final result was calculated following the model. The sum of squared errors 

(MSE) between the predicted value and the true value is used as the fitness function of 

the population.2 The expression is:

                         (5)
𝑀𝑆𝐸 =

𝑘

∑
𝑡 = 1

(𝑦𝑡𝑐 ‒ 𝑦𝑡𝑡)
2

𝑘

Here, is the actual value,  is the predicted value obtained by the BP neural network, 𝑦𝑡𝑡 𝑦𝑡𝑐

and k is the number of data in the training set, respectively.



 

S4. The choice of DE-BP parameters 

(a)

Parameters of BP neural network Value

Transfer function

Maximum number of trainings

Training target error

Learning step

Maximum number of iterations G

tan sig

1000

1e-5

0.001

50

(b)

Parameters of DE algorithm Value

Population size NP

Dimension D

Scaling factor F

Cross probability CR

60

31

0.5

0.9

Figure S4. The choice of (a) BP neural network parameters and (b) DE algorithm 

parameters.

In general, the control parameters of BP neural network include the transfer 

function, the maximum number of trainings, the training target error, the learning step, 

the maximum number of iterations, etc. And the control parameters of the DE 

algorithm3 include the population size (NP), the dimension (D), the scaling factor (F), 

the cross probability (CR), etc. In this paper, the transfer function of the hidden layer 

neurons selects the tan sig function： .4 The maximum number of 
𝑓ℎ(𝑥) =

2

1 + 𝑒 ‒ 2𝑥
‒ 1

training is generally set to 1000 times5 and the maximum number of iterations G is set 

to 50. The neural network calculation cannot always guarantee the convergence of the 

iteration results under various parameter configuration. When the iteration result does 

not converge, the maximum number of iterations is fixed at 50. The training target error 

is generally set to 1e-3~1e-5, which is set to 1e-5 in this work. When the error of two 

adjacent iteration results is less than this value, the system ends the iterative calculation 



 

and gives the results. The learning step is set to 0.001. When the learning step is too 

large, it maybe causes the oscillation and non-convergence. On the contrary, if this 

parameter is too small, the convergence speed will be lowered. The population size 

reflects the amount of population information in the algorithm, which is generally set 

to 30~160. And it is set to 60 in our work. The larger the population size, the richer the 

population information. However, the excessive population size will result in 

complicated calculation and low efficiency. The dimension is set to 31, which could 

guarantee the relative error within 2% in our work, and further increasing the 

complexity of the model will make the calculation time longer. The scaling factor 

represents the global optimization capability of the algorithm, which is set to 0.5 in this 

work. The smaller scaling factor, the better the local search ability. The larger scaling 

factor will make the algorithm escape the local extreme point easily, but the rate of 

convergence is very slow. The cross probability indicates the magnitude of the 

information exchanged between the parent, the offspring, and the intermediate mutant 

during the cross process. The greater cross probability, the greater the information 

exchanged. The cross probability is generally set to 0.4~0.97. 6,7 In our work, it is set to 

0.9. 



 

S5. The block diagram of BP neural network learning algorithm

Figure S5. The block diagram of BP neural network learning algorithm.



 

S6. Ag/PAA morphology under SEM

Figure S6. Ag/PAA morphology under SEM.

Concentration of PAA is 11wt %, reaction time of AgNO3 is 10 min, concentration 

of NaBH4 is 5 mM, reaction time of NaBH4 is 20 min. Obtained by SEM, the Ag grown 

is more uniform and dense.



 

S7. Gauge Factor calculation

Figure S7. Cross-sectional schematic view of preparing patterned Ag/PAA composite 

film on PI substrate. A schematic cross-sectional view of a patterned PAA-Ag 

composite film prepared on a PI substrate, wherein SEM measured Ag/PAA is about 

1.5 um thick, and upper layer Ag is about 25 nm.

(a)

(b)

Figure S7. (a) The neutral equivalent diagram. (b) Schematic diagram of the 

deformation relationship of the film in the process of bending deformation of Ag/PAA 

composites.

In order to judge the sensitivity of the Ag/PAA composite film used as a pressure 

sensor, we use the neutral plane8,9 of the composite film as a reference, and its 

deformation equivalent diagram is shown in Figure 7a during bending. Therefore, we 

can establish the following geometric relationships.

                                               (1)
2𝜃𝜋𝑅
180°

+
2𝜃𝜋𝑟
180°

= 𝜀0

where, set the original length , deformation length of Ag/PAA composite film after 𝐿0

deformation 𝜀'

                                         (2)
2𝜃𝜋(𝑅 + 𝑑)

180°
+

2𝜃𝜋(𝑟 + 𝑑)
180°

= 𝜀'



 

where

，Available from (1)(2)，

𝐺𝐹 =

∆𝑅
𝑅

∆𝜀
𝜀

                                                    (3)
𝐺𝐹 =

45°∆𝑅
𝜃𝜋𝑑𝑅

Therefore, we have calculated that the sensitivity Gauge Factor GF of the strain 

sensor is calculated to be about 8.77, which is larger than that of the ordinary bulk metal 

material, which further confirms our idea that the obtained film is the Ag/PAA chimeric 

structure.



 

S8. The comparison of GF 

way Strain (%)

0.95 2.76 2.90 3.71 5.16 5.65 6.36 7.42 8.30 

CF1 1.63 1.84 2.12 2.54 3.24 3.94 4.64 6.46 6.95 

CD1 1.67 1.45 2.48 3.23 3.87  4.94 5.64 7.63 7.49 

CF2 1.20 3.14 4.54 5.96 7.29 8.64 9.56 9.96 10.46  

CD2 0.98 4.15 6.47 7.63 8.74 9.19 9.30 9.80 9.90 

Figure S8. The comparison of GF. CF1: Curve fitting of sample 1. CD1: Calculation 

derivation of sample 1. CF2: Curve fitting of sample 2. CD2: Calculation derivation of 

sample 2.

To verify the plausibility of the fitting curve, we compared the GF values 

calculated from the fitting curves with the ones from the mechanic theory of plate and 

shell. It is easy to see from the Table that the GF is roughly equivalent, and the deviation 

is mainly due to the systematic error and instrumentation error in the measurement. The 

difference in GF between sample 1 and sample 2 is due to the difference in initial 

resistance and measurement error during subsequent testing.



 

S9. Strain gauge sensor process parameters

(a)

1% strain

Independent Variable DE-BP optimization Orthogonal analysis

Concentration of PAA (wt%) 10.5 12

Reaction time of AgNO3 (min) 10 10

Concentration of NaBH4 (mM) 5 5

Reaction time of NaBH4 (min) 15 15

(b)

3% strain

Independent Variable DE-BP optimization Orthogonal analysis

Concentration of PAA (wt%) 10.5 11.5

Reaction time of AgNO3 (min) 7 10

Concentration of NaBH4 (mM) 5 5

Reaction time of NaBH4 (min) 18 18

(c)

5% strain

Independent Variable DE-BP optimization Orthogonal analysis

Concentration of PAA (wt%) 10.5 11.5

Reaction time of AgNO3 (min) 8 3

Concentration of NaBH4 (mM) 8 12



 

Reaction time of NaBH4 (min) 20 20

(d)

7% strain

Independent Variable DE-BP optimization Orthogonal analysis

Concentration of PAA (wt%) 11 11.5

Reaction time of AgNO3 (min) 10 5

Concentration of NaBH4 (mM) 5 18

Reaction time of NaBH4 (min) 20 10

(e)

Stability test

Independent Variable DE-BP optimization Orthogonal analysis

Concentration of PAA (wt%) 11 12

Reaction time of AgNO3 (min) 10 5

Concentration of NaBH4 (mM) 6 20

Reaction time of NaBH4 (min) 20 10

Figure S9. The process parameters of strain gauge sensors with (a) 1% strain, (b) 3% 

strain, (c) 5% strain, (d) 7% strain and (e) stability test.

Figure S9 compares two different process parameters for DE-BP optimization and 

orthogonal analysis. The un-optimized parameters achieved from 1077 learning 

samples, are the result of orthogonal analysis. It can be found that the BP can predict 

the characteristics of Ag/PAA composite effectively and precisely. The experimental 

data of the stability test is consistent with the source of the bending deformation test.



 

S10. The 44 capacitive sensor array

A 44 pressure capacitive sensor array (width 500 ) was demonstrated. Figure 𝜇𝑚

S10a showed the cross sectional diagram of the capacitive sensor array and its 

corresponding dimensions. The sensor is mainly composed of two identical Ag/PAA 

electrodes on the PI substrate and the dry films as the insulation layer. This sandwich-

like structure was encapsulated by the ecoflex0030 layers. Two Ag/PAA electrodes are 

fabricated with lithography process, with the linewidth of 500 . The dry films was  𝜇𝑚

bonded and patterned to form the insulation layer. The direction of the upper and lower 

electrodes is perpendicular to each other, forming a cross capacitor structure. The 

sensor size and the electrode dimension are 1 cm × 1 cm and 5 mm × 5 mm, 

respectively. The air gap between two plate electrodes is ~ 48 . The initial  𝜇𝑚

capacitance of a single cell has been estimated as 4.61 . When pressure is applied to  𝑝𝐹

a bump, the upper ecoflex0030 deforms and capacitance increases until the air gap is 

completely closed. Therefore, the total thickness of the upper electrode and bump layer 

determines the sensitivity. The capacitive sensor array was shown in Figure S7b.

The testing circuit will be shown in the next work, and the sensor arrays could be used 

to map the pressure distribution10, which is potential for the tactile sensor, e-skin, etc.



 

Figure S10. (a) Cross-sectional view and dimensions of the capacitive sensor array. 

(b) The capacitive sensor array. 
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