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1. Methods 31 

 32 

A. Electrolyte preparation 33 

Anhydrous acetonitrile was purchased from Sigma Aldrich and used without further purification. High purity 34 

Lithium bistrifluoromethanesulfonimidate (LiTFSI) was purchased from Sigma Aldrich; prior to utilization, 35 

LiTFSI was dried under vacuum in a Schlenk line at 120°C for 2 days. Poly(ethylene oxide) (PEO) with an 36 

average molecular weight of 600000 kg/mol was purchased from Sigma Aldrich, and dried for 7 days under 37 

vacuum at room temperature. All following procedures were performed in an Ar-filled glovebox. To prepare 38 

the LiTFSI/PEO electrolyte at r = 0.1 (r corresponds to molar ratios between Li ion and ethylene oxide 39 

monomer unit), 816 mg of LiTFSI and 1250 mg of PEO were mixed in 13 ml of acetonitrile in a Teflon vial. 40 

This mixture was stirred using a Teflon coated magnetic stir bar at 300 rpm for 3 days at room temperature. 41 

Subsequently, acetonitrile was evaporated at room temperature for approximately 72 hours, after which 42 

the solution was heated to 90 °C for several days to remove any excess solvent. This procedure reproducibly 43 

yielded minimal amount of vapor bubbles trapped within the LiTFSI/PEO electrolyte. 44 

 45 

B. Electrochemical cell preparation and electrochemistry 46 

A schematic drawing of the operando electrochemical cell is depicted in Figure S1. A photograph in the 47 

assembled state and the copper heating block is also shown in Figure S1. The channel length was chosen 48 

as 3 mm, the channel diameter as 1 mm, and the window thickness as 2 mm for each window. The latter 49 

choice was motivated by the optimal scattering ratio between sample and window material of 1:1 for 50 

heterodyne velocity measurements (see below). All following procedures were performed in an Ar-filled 51 

glovebox. To fill the electrolyte channel, the PEEK frame was first heated to 90 °C; subsequently, the 52 

electrolyte was extruded into the 1 mm channel using 1/4-28 Teflon HPLC plugs. After this procedure, 53 

leftover electrolyte was cleaned from the flat-bottom sections of both sides of the cell via scrapping at 54 

room temperature. Subsequently, Li metal was attached by self-adhesion to the stainless-steel electrodes; 55 

before interfacing the Li electrodes with the electrolyte; Li metal was scrapped using Teflon tweezers until 56 

visibly shiny. The electrodes were then brought in contact with the electrolyte via screwing in HPLC nuts, 57 

which press the electrodes against the flat bottom (see Figure S1). Finally, the cells were sealed using 5 min 58 

epoxy, and annealed at 90 °C for at least 8 hours prior to XPCS measurements.  59 

 60 

All electrochemical experiments were performed at 90 °C. Constant voltage polarization at 0.3 V was 61 

performed using a Biologic SP-150 potentiostat. 62 

 63 

C. X-ray photon correlation spectroscopy 64 

X-ray photon correlation spectroscopy (XPCS) measurements in the small-angle scattering regime were 65 

performed at beamline 8-ID-I 1 at The Advanced Photon Source (APS) and at beamline ID10 at the ESRF. 66 

The X-ray energy was 11 keV and 8.1 keV, respectively. The beamsize was 15 (horizontal) by 15 (vertical) 67 

μm and 10 by 15 μm, respectively, with a primary beam intensity of 2.36e9 and 1.02e11 photons/second, 68 

respectively, with speckle contrast of 11 and 24%, respectively. The detector was a LAMBDA detector (55 69 

μm square pixels) at a distance of 3930 mm and a Maxipix 2x2 pixel detector (55 μm square pixels) at a 70 

distance of 5240 mm, respectively. This resulted in a measured 𝑞 -range of  𝑞min = 0.0029 Å−1  and  71 

𝑞max = 0.0192 Å−1 and 𝑞min = 0.0006 Å−1 to 𝑞max = 0.0108 Å−1, respectively, where 𝐪 = 𝐤out − 𝐤in 72 
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is the scattering vector and 𝐤in,out are the wave vectors of the incoming and scattered beam. A beamstop 73 

directly in front of the detector was used to block the primary beam. 74 

 75 

XPCS scans were performed by reading out the detector at a frequency of 0.06 sec 6000 times (at APS), 76 

yielding a total of 360 seconds per XPCS scan. While the system is dynamic within the 360 sec timescale, 77 

the changes are minor (few percent), leading us to the conclusion that each XPCS scans represents a 78 

snapshot of the electrochemical state. The correlation function was calculated via two time correlation 79 

function using Hadoop Map Reduce 2, 3 on a distributed computing cluster. During the XPCS scans, the beam 80 

was attenuated by a factor of 16 to minimize radiation damage. To verify that the correlation functions 81 

were not affected by beam-induced dynamics, correlation functions were calculated for the first 1/10ths 82 

and last 1/10ths of the XPCS scan. If these matched, this showed that beam–induced dynamics are negligible. 83 

In addition, we performed this analysis for a series of attenuation-levels, and typically chose the absorber 84 

that was 2x higher than the absorber for which the previous analysis held true. After each XPCS, scan the 85 

sample was translated by at least 50 µm. This procedure yielded measurements with reproducibility.  86 

 87 

XPCS measures the time dependence of the coherent scattering pattern 4, 5, i.e. speckle pattern, from 88 

a sample, and accordingly probes the system density fluctuations about equilibrium. In optical mixing 89 

techniques, we generally distinguish between homodyne and heterodyne techniques. In traditional optical 90 

laser dynamic light scattering (DLS) in homodyne mode, only the scattered light impinges on the detector, 91 

whereas in heterodyne technique, a small portion of the unscattered laser light is mixed with the scattered 92 

light 6 before detection. One of the advantages of heterodyne mixing is that absolute information about 93 

the uniform velocity of scatterers can be obtained. Equivalent conditions can be achieved in the DLS X-ray 94 

analogue XPCS via inserting a static reference scatterer of intensity 𝐼(𝑞)static into the coherence volume 95 

which also contains the fluctuating sample which exhibits a scattering intensity 𝐼(𝑞)dynamic. Accordingly, 96 

XPCS can also be utilized to measure absolute velocities via employing heterodyne mixing 7, 8. We note that 97 

the sign of the velocity, however, cannot be measured, as explained below.  98 

 99 

Information on the dynamic structure factor is obtained by calculating the scattering vector dependent 100 

intensity-intensity auto-correlation function 101 

𝑔2(𝐪, 𝜏) =
〈𝐼(𝐪, 𝑡)𝐼(𝐪, 𝑡 + 𝜏)〉

〈𝐼(𝐪)〉2
 102 

Equation 1 103 

where ⟨ ⟩ denotes the time and pixel average, and 𝜏 is the delay time between XPCS frames. The intensity-104 

intensity auto-correlation function provides insight into length scale dependent dynamic processes 9.   105 

 106 

For a sample moving at constant velocity with respect to a static reference sample, and under the 107 

assumption that the dynamic and static sample are located within the coherence volume, the normalized 108 

correlation function yields the following expression 6, 7 109 

𝑔2(𝐪, 𝜏) = 1 + 𝛽(1 − ℎ)2 + ℎ2𝛽𝑒
−2(

𝜏
𝜏0(𝑞)

)
𝛾

 
+ 2ℎ(1 − ℎ)𝛽 cos 𝜔𝜏 𝑒

−(
𝜏

𝜏0(𝑞)
)

𝛾

 
 110 

Equation 2 111 

Here, 112 

𝜔 = 𝐪. 𝐯 = 𝑞𝑣 cos 𝜒 113 

Equation 3 114 
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where  𝛽  is the coherence factor, ℎ =
𝐼(𝑞)dynamic

𝐼(𝑞)dynamic+𝐼(𝑞)static
 is the heterodyne fraction, 𝜏0  is systems 115 

relaxation time, modelled to be a stretched exponential with stretching factor 𝛾, 𝐯 is the sample velocity 116 

vector, and 𝜒 is the angle between scattering and velocity vector (which is the azimuthal scattering angle, 117 

i.e. the angle between 𝑞𝑥 and 𝑞𝑦, since the applied electric field imposes motion along the 𝑥-direction). 118 

Two extreme cases in terms of heterodyne fraction are apparent, i.e. ℎ ≈ 0 leads to a constant correlation 119 

function of magnitude 1 + 𝛽, and ℎ = 1 leads to the typical homodyne correlation function of 𝑔2(𝐪, 𝜏) =120 

1 + 𝛽𝑒
−(

2𝜏

𝜏0(𝑞)
) 

. 𝐼(𝑞)dynamic should be of the same magnitude (i.e. ideally ℎ = 0.5) as 𝐼(𝑞)static in order to 121 

maximize the velocity signal, i.e. the cos 𝜔𝜏 term. 122 

 123 

The dependence of 𝑔2(𝐪, 𝜏) on the azimuthal scattering angle necessitates the division of the detector 124 

into regions of constant 𝑞 (within 𝑞 ±
𝛿𝑞

2
, with in our case 𝛿𝑞 ≈ 0.00097 Å−1) and constant 𝜒 (within 𝜒 ±125 

𝛿𝜒

2
, with 𝛿𝜒 = 20°), whereas in a typical XPCS experiments the correlation function for pixels within a given 126 

𝑞-range are averaged regardless of 𝜒. With 𝑞min = 0.0029 Å−1 and 𝑞max = 0.0192 Å−1, this yielded a 127 

total of 324 regions (see Figure S2). For each region, a single correlation function was calculated by 128 

averaging the correlation functions over the entire region size. In order to extract ion velocities from our 129 

operando XPCS data, the following data analysis pipeline (here explained for an exemplary dataset which is 130 

plotted in Fig. 2 in the main text) was performed (analogous to Refs. 8, 10); the outlined steps (A) – (E) were 131 

performed for all datasets. 132 

(A) All correlation functions were fit using Equation 2. This is shown for a representative dataset for 133 

𝑞 = 0.038 Å−1 and for all 18 𝜒-values in Figure S2(a) (main text). All data sets are described well 134 

by the model. Fits were performed using in-house code implemented in the python LMFIT 11 135 

environment, typically employing the differential evolution fit algorithm 11. The heterodyne 136 

fraction ℎ was initially varied, and then fixed at 0.7. While the scattering intensity changes slightly 137 

over time due to the varying ion concentration (see Figure S3 and Figure S4), this procedure yielded 138 

reproducible fits. The value of ℎ = 0.7 is also consistent with the transmission-corrected scattering 139 

intensities extracted for solely LiTFSI-PEO and solely PEEK (see Figure S5).  140 

(B) Subsequently, the oscillation frequency 𝜔 in the g2-function as a function of 𝜒 was fit using 𝜔 =141 

|𝑞𝑣 cos 𝜒 |. This is illustrated in Figure 2(c) (main text), showing good agreement between data and 142 

model. From this fit, the velocity 𝑣 was obtained. Note that this velocity nominally corresponds to 143 

a single 𝑞 -value. Additionally, the good agreement between model and theory in Figure 2(c)  144 

suggest that, for a given 𝑞-value, the relationship 𝜔 = |𝑞𝑣 cos 𝜒 | is valid, showing that we are 145 

indeed measuring a sample which moves at constant velocity. 146 

(C) Further evidence is presented in Figure 2(b) (main text). Here, we present g2-functions for which 147 

the time-delay x-axis was re-scaled according to Equation 3 to 𝜏 |cos 𝜒 |, plotted for the first nine 148 

𝑞-value (this process required re-binning) 8, 10. We note that at higher 𝑞-values the data were too 149 

noisy to yield significant improvements in the analysis. These data were subsequently fitted using 150 

Equation 2, yielding nine 𝜔 values. These are plotted as a function of 𝑞 in Figure 2(d) (main text), 151 

showing a linear relationship with an abscissa and ordinate intercept at zero. This is the expected 152 

linear dependence and provides further proof that we are measuring a sample which moves at 153 

constant velocity. 154 
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(D) This 𝑞 -dependence observation allowed us to collapse all the g2 -functions onto a common 155 

𝑞𝜏 |cos 𝜒 |  axis (involving re-binning). This is shown Figure 2(e) (main text). Note that in this 156 

representation the oscillation period is directly inversely proportional to the constant velocity. We 157 

point out that the apparent possibility of applying the rescaling further suggests that 𝜏0 also scales 158 

with 1/𝑞 . In this context, it must be noted in passing that the origin of 𝜏0  can also include 159 

contributions from a distribution of velocities within the beam (in addition to corresponding to the 160 

system’s relaxation). 161 

(E) Via this procedure, all 324 correlation functions can be mapped into a single master correlation 162 

function. In practice, the best signal to noise ratio in the rescaled g2 -functions was typically 163 

obtained for averaging for 𝑞-values up to 0.0067 Å−1. The outlined procedure has two advantages. 164 

(1) It reduces the amount of fits necessary to obtain a velocity from 72 (for four 𝑞-regions) to a 165 

single fit, which (2) renders the fit results significantly more robust. Given that the velocity (and 166 

hence oscillation period) changes by almost an order or magnitude over the entire polarization 167 

series and position, the fitted range was accordingly adjusted to weight the portion of the 168 

correlation functions that show oscillations (in contrast to portions at larger 𝑞𝜏 |cos 𝜒 | values 169 

where the oscillations are fully damped to just a flat baseline).  170 

 171 

In order to spatially resolve the velocity across the 3 mm channel, we performed XPCS measurements 172 

at five locations within the channel as indicated in the inset of Figure 6(b) (main text) during polarization of 173 

the Li/PEO-LiTFSI/Li symmetric cell. We note that after mounting the cell in the beamline heating chamber 174 

(which was flushed with Helium during the experiment) and heating to 90 °C, XPCS measurements were 175 

collected until several measurements yielded identical results, showing that the system reached its 176 

equilibrium state. Equilibrium was typically reached after several hours. While the variation in velocity along 177 

𝑥 (direction from electrode to electrode) has physical meaning, the distribution in 𝑦 and 𝑧 (in the plane of 178 

electrodes) is irrelevant under the current conditions where the transport is a solely one-dimensional 179 

problem. Figure S6 shows the location of each measurement point in the cell, along with the 180 

electrochemical polarization times.  While measurements closer to the channel edges are desirable, these 181 

were not possible in the current cell design due to window geometry. 182 

 183 

Finally, it is worth pointing out that while XPCS allows us to measure the direction of the velocity vector, 184 

our analysis of the correlation functions does not allow us to unravel the sign of the velocity vector. While 185 

this can in principle be determined via visible inspection of the speckle movement 7, this was not possible 186 

in our case due to the lack of scattering intensity. This implies that we cannot distinguish between a sample 187 

moving from the left to the right (or positive to negative electrode), versus a sample moving from the right 188 

to the left (but we can distinguish left-to-right from up-to-down).  189 
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 190 
Figure S1: Schematic and photograph of operando XPCS cell. In the schematic, the lithium electrode was only inserted 191 
in one side of the cell. 192 

 193 

 194 
Figure S2: 2D small angle X-ray scattering pattern within the analyzed portion of the detector. The radial/azimuthal bins 195 
indicate the regions within which correlation functions were averaged that then correspond to a single 𝒒-𝝌 combination.  196 
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 197 

 198 
Figure S3: Transmission corrected mean scattering intensity (within 0.005 < q <  0.010 Å-1) for the five different locations 199 
as a function of polarization time (color-code corresponding to Figure 5 (main text)). We observe a trend in which the 200 
scattering intensity increases for decreasing ion concentration, whereas the scattering intensity decreases for increasing 201 
ion concentration. As the ion concentration changes with time, the time dependence of the scattering intensity is related 202 
to the concentration dependence of the scattering intensity. It is worth noting that the observed behavior also rules out 203 
that the scattering originates from trace impurities in the samples, in which case one would expect unchanged scattering 204 
intensities over time.   205 
 206 

 207 
Figure S4: Transmission corrected small angle X-ray scattering for the five different locations as a function of time (scaled 208 
by 𝒒2.4 to highlight the differences). 209 
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 210 
Figure S5: Transmission-corrected X-ray scattering intensity of pure LiTFSI-PEO and PEEK (a), as well as their ratio, which 211 
corresponds to the heterodyne fraction 𝒉 (b). 212 

 213 

 214 
Figure S6: Illustration of locations measured via XPCS as a function of polarization time.  215 
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D. X-ray absorption microscopy 216 

The concentration profiles were obtained via X-ray scanning absorption microscopy (XAM), i.e. by scanning 217 

the 3 mm channel (see Figure S1) in 𝑥-direction across the 15 x 15 µm beam. At each position 𝑥 along the 218 

channel, we measure the intensity transmitted through the sample (𝐼T) (the incoming X-ray intensity (𝐼0) 219 

was calculated from the known PEEK absorption coefficient). TFSI- is the main x-ray absorbing component 220 

in the cell. With this knowledge we can calculate the concentration of TFSI- via its known absorption cross 221 

section and Lambeert-Beer’s law, 𝐼T = 𝐼0𝑒−𝜇𝑡; here 𝜇 is the attenuation coefficient for TFSI-, and 𝑡 is the 222 

depth of the channel along the beam path, i.e. 1 mm. This concentration measurement was performed 223 

after every five XPCS scans, i.e. at a frequency of about 30 minutes. In practice, this analysis also requires 224 

the incorporation of the window material into the absorption correction. Details on the conversion of 225 

transmission to ion-concentration are presented below. 226 

 227 

The incident intensity 𝐼0 normalized transmitted intensity 𝐼T (through the entire sample consisting of 228 

electrolyte (E) and PEEK windows) can be written as 229 
𝐼T

𝐼0
= 𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇E𝑡E. 230 

Equation 4 231 

Here, 𝜇PEEK and 𝜇E are the attenuation lengths of the PEEK windows, and the electrolyte, respectively, and 232 

𝑡PEEK = 4 𝑚𝑚 and 𝑡E = 1 𝑚𝑚 are the path lengths through the window material and electrolyte channel, 233 

respectively. 234 

𝜇PEEK was obtained from 12 as 235 

𝜇PEEK = 0.27 mm−1. 236 

Equation 5 237 

𝜇E was measured as 238 

𝜇E = 0.94 mm−1. 239 

Equation 6 240 

𝜇E can be partitioned into contributions from PEO and LiTFSI (here only TFSI was considered due to the 241 

negligible absorption of Li) 242 
𝐼T

𝐼0
= 𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO𝑒−𝜇TFSI𝑡TFSI. 243 

Equation 7 244 

We note that we chose to include the linear dependence on concentration in the attenuation coefficients 245 

𝜇 in this notation. Using the molar ratio scaled mass attenuation coefficient 13, we arrive at 246 

𝜇PEO = 0.23𝜇E = 0.22 mm−1, 247 

Equation 8 248 

and 249 

𝜇TFSI
𝑡=0 = 0.77𝜇E = 0.72 mm−1. 250 

Equation 9 251 

We write 𝜇TFSI
𝑡=0  because the concentration/molar ratio of LiTFSI changes over time. 252 

We now solve Equation 7 for 𝜇TFSI: 253 
𝐼T

𝐼0

1

𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO
= 𝑒−𝜇TFSI𝑡TFSI  254 

Equation 10 255 
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log (
𝐼T

𝐼0

1

𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO
) = −𝜇TFSI𝑡TFSI 256 

Equation 11 257 

− log (
𝐼T

𝐼0

1

𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO
)

1

𝑡TFSI
= 𝜇TFSI 258 

Equation 12 259 

Finally, since the attenuation coefficient of a material is proportional to its respective concentration, we 260 

can rewrite in terms of the relative TFSI density change 
𝑐TFSI

𝑐TFSI
𝑡=0  with respect to time-dependent 𝜇TFSI:  261 

𝜇TFSI

𝜇TFSI
𝑡=0 =

− log (
𝐼T
𝐼0

1
𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO

)
1

𝑡TFSI

− log (
𝐼T

𝑡=0

𝐼0

1
𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO

)
1

𝑡TFSI

 262 

Equation 13 263 

𝑐TFSI

𝑐TFSI
𝑡=0 =

𝜇TFSI

𝜇TFSI
𝑡=0 =

− log (
𝐼T
𝐼0

1
𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO

)

− log (
𝐼T

𝑡=0

𝐼0

1
𝑒−𝜇PEEK𝑡PEEK𝑒−𝜇PEO𝑡PEO

)

∶=
𝑐

𝑐0
   264 

Equation 14 265 

This assumes that the PEO absorption cross section remains constant, which is justified at it only 266 

contributes 23% initially at 𝑡 = 0 and changes less than 20 %.  267 
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E. Continuum level transport modelling 268 

We adopted a continuum level model based on concentrated solution theory to describe the characteristics 269 

of a Li/PEO-LiTFSI/Li symmetric cell. The mathematical model by Newman and coworkers used in this work 270 

is represented as a one-dimensional with a macro-homogenous assumption of electrolyte in a cell. Table 271 

S1 summarizes the governing equations. The mass transfer was used to calculate transient concentration 272 

profiles across the electrolyte. The ionic potential gradient across the cell can be determined using the 273 

modified Ohm’s law that includes the effect of concentration gradients in the electrolyte. Butler-Volmer 274 

kinetics are used to estimate the charge transfer at the interface between electrode and electrolyte. All 275 

transport properties and cell parameters used the values presented in Refs 14, 15 as presented in Table S2 276 

and Table S3. As the transport properties are only available for a few concentration values, we used linear 277 

interpolation to determine the transport properties at all concentrations.  278 

 279 

In order to calculate the ion velocity, we started with Eq 12.8 and Eq 12.9 from 16, which describes the 280 

driving forces of net flux for ion transport due to diffusion, migration and convection as below.  281 

𝑁+ = 𝑐+v+ = −
𝜈+𝔇

𝑣𝑅𝑇

𝑐𝑇

𝑐0
𝑐

𝑑𝜇𝑒

𝑑𝑥
+

𝑖𝑡+
0

𝑧+𝐹
+ 𝑐+v0 282 

Equation 15 283 

𝑁− = 𝑐−v− = −
𝜈−𝔇

𝑣𝑅𝑇

𝑐𝑇

𝑐0
𝑐

𝑑𝜇𝑒

𝑑𝑥
+

𝑖𝑡−
0

𝑧−𝐹
+ 𝑐−v0 284 

Equation 16 285 

where 𝑁 is net flux, v+ and v− are the velocity of each ions, 𝑐+ and 𝑐−are concentration of each ions, 𝑐𝑇 is 286 

total concentration (𝑐𝑇 = 𝑐0 + 𝜈𝑐), 𝑐0 is solvent concentration, 𝜇𝑒 is chemical potential of electrolyte, 𝜈 is 287 

total number of ions, 𝜈+ and 𝜈− are the number of each ions and 𝓏+and 𝓏− are the charge number of each 288 

ions. Note that the solution is electrically neutral, 𝑐 = 𝑐+ = 𝑐−. 289 

 290 

Using the relationship between gradient of chemical potential and salt concentration in Eq 12. 13 from 291 
16, we obtain the ion velocity of each species as follow.  292 

v+ = −𝐷 (1 −
𝑑ln𝑐0

𝑑ln𝑐
)

𝑑𝑐

𝑑𝑥

1

𝑐+
+

𝑖𝑡+
0

𝑧+𝐹𝑐+
+ v0 293 

Equation 17 294 

v− = −𝐷 (1 −
𝑑ln𝑐0

𝑑ln𝑐
)

𝑑𝑐

𝑑𝑥

1

𝑐−
+

𝑖𝑡−
0

𝑧−𝐹𝑐−
+ v0 295 

Equation 18 296 

Note that the solvent velocity, v0, the driving force of which is convection (either natural, forced, or at high 297 

concentrations volume conservation 17, 18), was assumed as zero in this work. Thus, ion velocity of each 298 

species is driven by diffusion and migration forces when the electric field is given in a cell.   299 
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Table S1: Summary of governing equations used for Li/PEO-LiTFSI/Li symmetric cell 300 
 Governing equation Boundary conditions 

Mass balance  

(polymer electrolyte) 
𝑑𝑐

𝑑𝑡
=

𝑑

𝑑𝑥
[𝐷 (1 −

𝑑ln𝑐0

𝑑ln𝑐
)

𝑑𝑐

𝑑𝑥
] −

𝑖2

𝐹

𝑑𝑡+
0

𝑑𝑥
     (1) 

−𝐷 (1 −
𝑑ln𝑐0

𝑑ln𝑐
)

𝑑𝑐

𝑑𝑥
|

𝑥=0
=

(1−𝑡+
0 )

𝐹
𝑖|𝑥=0       (2) 

−𝐷 (1 −
𝑑ln𝑐0

𝑑ln𝑐
)

𝑑𝑐

𝑑𝑥
|

𝑥=𝐿
= −

(1−𝑡+
0 )

𝐹
𝑖|𝑥=𝐿    (3) 

Modified Ohm’s law 

(Ionic phase) 
𝑖2 = −𝜅

𝑑Φ2

𝑑𝑥
+

2𝜅𝑅𝑇

𝐹
(1 +

𝑑ln𝑓±

𝑑ln𝑐
) (1 − 𝑡+

0)
𝑑lnc

𝑑𝑥
   (4) 

𝑖|𝑥=𝐿 = 𝑖0 [exp (−
𝛼𝑎𝐹

𝑅𝑇
Φ2) − exp (

𝛼𝑐𝐹

𝑅𝑇
Φ2)]    (5) 

,  Φ1,   𝑥=𝐿 = 0    

Butler-Volmer equation  𝑖|𝑥=0 = 𝑖0 [exp (
𝛼𝑎𝐹

𝑅𝑇
(Φ1 − Φ2)) − exp (−

𝛼𝑐𝐹

𝑅𝑇
(Φ1 − Φ2)]       , Φ1,   𝑥=0 = V𝑎𝑝𝑝  (6) 

 301 

 302 

Table S2: Setting parameters for Li/PEO-LiTFSI/Li symmetric cell 303 
Symbol parameter Value reference 

𝐿 thickness of electrolyte 3 mm measured 14 

𝜅 ionic conductivity function of concentration measured 14 

𝐷 salt diffusion coefficient function of concentration measured 14 

𝑡+
0 cation transference number function of concentration measured 14 

𝐹 Faraday’s constant 96485 [C/mol] - 

𝑅 universal gas constant 8.314 [J/(mol K)] - 

V𝑎𝑝𝑝 applied constant voltage 0.3V  

𝑇 operating temperature 90 °C - 

 304 

 305 

Table S3: Transport properties used for PEO polymer electrolyte with the LiTFSI at 90 °C 306 

𝑟 𝑚 (mol/kg) 𝑐 (mol/m3) 𝐷 (m2/s) 𝜅 (S/m) 
𝑡+

0  by eNMR 

Ref. 19  

𝑡+
0   

Ref. 14 
1 +

𝑑 ln 𝛾±

𝑑 ln 𝑚
 

0.01 0.23 247 6.0 × 10−12 2.7 × 10−2 - 0.07 0.43 

0.02 0.45 473 7.8 × 10−12 7.5 × 10−2 - 0.23 0.69 

0.04 0.91 871 1.0 × 10−11 1.8 × 10−1 - 0.40 1.70 

0.06 1.36 1200 1.3 × 10−11 2.0 × 10−1 0.23 0.33 2.23 

0.08 1.82 1590 1.1 × 10−11 2.2 × 10−1 - 0.43 3.33 

0.10 2.27 1870 8.4 × 10−12 1.3 × 10−1 0.19 0.20 2.82 

0.12 2.73 2110 7.0 × 10−12 1.1 × 10−1 - 0.08 2.78 

0.14 3.18 2380 5.8 × 10−12 9.9 × 10−2 - -0.08 2.66 

0.16 3.64 2580 9.4 × 10−12 1.3 × 10−1 0.15 -0.38 2.27 

0.18 4.09 2760 9.0 × 10−12 1.6 × 10−1 - 0.10 3.74 

0.21 4.77 3050 6.5 × 10−12 1.2 × 10−1 - 0.41 6.32 

0.24 5.45 3360 6.3 × 10−12 6.4 × 10−2 - 0.33 6.00 

0.27 6.14 3490 5.9 × 10−12 4.0 × 10−2 - 0.18 5.24 

0.30 6.82 3780 4.2 × 10−12 1.5 × 10−2 - -0.02 4.49 

  307 
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F. Molecular dynamics simulation 308 

Methodology: 309 

Molecular dynamics (MD) simulations were performed using many-body polarizable APPLE&P force field 310 

for PEO, comprised of 64 repeat units at two LiTFSI concentrations corresponding to r = 0.1 and 0.16 (r is 311 

the molar ratio between Li+ and EO). The force field parameters for the LiTFSI force field were taken from 312 

previous work 20, 21. The functional form of the force field is given in Ref. 22. An archive file with all simulation 313 

parameters and MD code used for simulations is attached to the Supporting Information as a compressed 314 

file in tar format. The initial configuration was created by packing solvent and salt in a large box with 315 

dimensions of ~150 Å and reducing the box size to 50 Å over 5 ns at 500 K during MD simulations with 316 

polarization set to zero and Li+ and TFSI- charges reduced by 25% compared to original charge. Subsequently, 317 

the polarization was turned on, ion charges were set to their original values and equilibration runs were 318 

performed at 423 K for 30 ns for r = 0.1 and 30 - 42 ns for r = 0.16.  All other simulation run lengths are 319 

tabulated in Table S4.  320 

 321 

Multiple timestep integrator was employed with 3 timesteps: inner, middle, and outer. An inner 322 

timestep was set to 0.5 fs for integration of bonded interactions. A middle time step of 1.5 fs was used for 323 

all non-bonded interactions within a truncation distance of 7.0 Å, and an outer timestep of 3.0 fs for all 324 

non-bonded interactions between 7.0 Å and the nonbonded truncation distance of 12 Å. The Ewald 325 

summation method was used for the electrostatic interactions between permanent charges with other 326 

permanent charges or induced dipole moments with k = 63 vectors. The reciprocal part of Ewald was 327 

calculated every 3.0 fs. Induced dipoles were found self-consistently with convergence criteria of 10-9 328 

(electron charge x Å)2. 329 

 330 

Results: 331 

MD simulation predictions are listed in Table S4. At r = 0.1, one Li+ is coordinated by ~5 oxygens of EO and 332 

0.54-0.75 oxygens of TFSI-. The number of oxygens coordinated to TFSI- decreases and those to EO increases 333 

with decreasing temperature in accord with salt dissociation as temperature decreases. Self-diffusion 334 

coefficients and ionic conductivity (𝜅) (see Equation 19 - Equation 21) were extracted a following previously 335 

discussed methodology 23, and were in good agreement with pulsed-field gradient (pfg)-NMR 336 

measurements as shown in Figure S7. 337 

𝛼𝑑 =
𝜅

𝜅uncorr.
 338 

Equation 19 339 

 340 

𝜅uncorr =
𝑒2

𝑉𝑘B𝑇
(𝑛+𝐷+ + 𝑛−𝐷−) 341 

Equation 20 342 

 343 

𝜅 = lim
𝑡→∞

𝑒2

6𝑡𝑉𝑘B𝑇
∑ 𝑧𝑖𝑧𝑗

𝑁

𝑖,𝑗

〈([𝐑𝑖(𝑡) − 𝐑𝑖(0)])([𝐑𝑗(𝑡) − 𝐑𝑗(0)])〉 344 

Equation 21 345 

 346 
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where 𝑒  is the electron charge, 𝑉  is the volume of the sample, 𝑘B  is Boltzmann’s constant, 𝑇  is the 347 

temperature and 𝑛+  and 𝑛−  are the number of Li+ and TFSI-, respectively. The conductivity calculated 348 

without inclusion of ion correlations is denoted as 𝜅uncorr. in Equation 19.  349 

 350 

At 90 °C, MD simulations predicted conductivity 0.84 mS cm-1 for r = 0.1, which is slightly lower than 351 

the experimentally measured value of 1.3 mS cm-1 24. A high degree of dynamic dissociation (ionicity) of 352 

0.88 is in accord with high salt dissociation and experimentally reported values 25. 353 

 354 

The Li+ cation transference number (t+) was extracted from MD simulations of PEO-LiTFSI (Li:EO = 0.1) 355 

following formalism suggested by Wohde et al. 26 based upon Onsager reciprocal relations combined with 356 

linear response theory under anion blocking conditions. The full matrix of charge displacements (double 357 

sum in Equation 21) is decomposed into contributions from cation-cation, cation-anion and anion-anion 358 

denoted as κ++, κ +- and κ --. Note that κ +- is defined using the opposite sign from Balabajew et al. 26.  The 359 

transference number (t+) is defined using two parameters α, β, where α characterizes a portion of the 360 

positive charge flux if correlations between the Li+ cations and TFSI- anions are neglected, while β accounts 361 

for correlation between the cation and ion displacements (κ+-) relative to the displacement of the cations 362 

(κ++) and anions (κ--).  For example, β → 1 corresponds to completely correlated Li+ and TFSI- motion such 363 

as diffusion of ion pairs. β =0 corresponds to no cation – anion correlations, while β → -1 would be the limit 364 

of anticorrelated Li+ and TFSI- motion. These parameters (α, β, and t+) were extracted from the plateaus 365 

shown in Figure S8. The negative value of β = -0.6 shows moderate anticorrelation of the Li+ and TFSI- 366 

displacements for both r=0.1 and 0.16 salt concentrations. Hence, we consider our observed β = -0.6 as 367 

evidence for moderately anti-correlated cation–anion motion. Thus, as a result of this anti-correlation a 368 

positively charged solvent separated Li+(EO)6 solvate on average moves in the opposite direction from the 369 

negatively charged TFSI-, resulting in lower t+ = 0.12 (Equation 25) compared to the apparent t+
app= 0.17-0.2 370 

(Equation 26) that did not include ionic correlation and was extracted from ion self-diffusion coefficients. 371 

𝛼 =
𝜅++

𝜅++ + 𝜅—
 372 

Equation 22 373 

 374 

𝛽 =
2𝜅+−

𝜅++ + 𝜅—
 375 

Equation 23 376 

 377 

𝜅 = 𝜅++ + 𝜅−−𝜅++ + 2𝜅+− 378 

Equation 24 379 

 380 

𝑡+ =
𝛽2 − 4𝛼 + 4𝛼2

4(1 − 𝛼)(𝛽 − 1)
 381 

Equation 25 382 
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𝑡app
+ =

𝐷+

𝐷+ + 𝐷−
 383 

Equation 26 384 

 385 
Figure S7: (a) Exemplary snapshot of simulation box; (b) Self-diffusion coefficients of TFSI- and Li+ from MD simulations 386 
for PEO(Mw=2818)-LiTFSI, r = 0.1 , CH3-terminated and pfg-NMR PEO(Mw=2480)-LiTFSI, EO:Li=10 CH3-terminated by 387 
Hayamizu et al. 25 and from Pesko et al. 14 PEO(Mw=5kg/mol) OH-terminated at 90 °C; the vertical dashed line indicates 388 
90 °C, the temperature at which both simulation and experiments were performed. The results show good agreement 389 
between the NMR- and MD-derived diffusion constants, corroborated from the near-identical slope of log(D) versus 1/T, 390 
as well as a difference in the diffusion coefficients at 90 °C less than 2x27, 28 and accurate predictions of the relative 391 
magnitudes of the Li+ and TFSI- self-diffusion coefficients. 392 

 393 
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 394 
Figure S8: Running averages for α, β, and t+ extracted from XY ns MD simulations of PEO-LiTFSI (r = 0.1) at 393 and 423 395 
K. Plateaus from 30 – 50 ns and from 20- 40 ns were used to extract parameters after the initial sub-diffusive regime for 396 
393 and 423 K, respectively.  397 
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Table S4: Transport and structural properties for PEO-LiTFSI from MD simulations. 398 

Concentration r:=Li:EO  0.1 0.1 0.1 0.16 0.16 0.16 

Temp (K) 423 393 363 423 423 363 

Length of equilibration runs (ns) 30 19 76 42 35 27 

Length of production runs (ns) 237 116 123 228 263 201 

Box (Å) 49.8 49.5 49.2 55.6 55.5 54.9 

Density (kg m-3) 1249 1273 1299 1334 1339 1387 

Diffusion (TFSI) (10-10 m2 s-1) 0.97 0.45 0.14 0.62 0.59 0.062 

Diffusion (Li) (10-10 m2 s-1) 0.22 0.094 0.034 0.18 0.19 0.017 

Conductivity (mS cm-1) 5.2 2.4 0.84 3.2 3.3 0.51 

Degree of dynamic ion dissociation (d) 0.96 0.86 0.88 0.64 0.66 0.85 

Fraction of free Li (no anion within 5.0 Å) 0.57 0.62 0.64 0.42 0.42 0.50 

t+
app, Equation 26 (comparable to pfg-NMR)  0.18 0.17 0.20 0.23 0.24 0.22 

t+, Equation 25 (comparable to e-NMR) 0.13 0.12 0.12 0.20 0.17 0.20 

Li-EO coordination number (<2.8 Å) 4.73 5.01 5.19 4.05 4.08 4.5 

Li-O(TFSI) coordination number (<2.8 Å) 0.75 0.62 0.54 1.28 1.26 1.09 

Li-N(OTFSI) coordination number (<5.0 Å) 0.56 0.47 0.42 0.92 0.91 0.79 

  399 
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2. Additional figures and text: 400 

 401 

 402 
Figure S9: False-color plot of the TFSI- concentration across 3 mm electrolyte channel (normalized by initial 403 
concentration) upon constant voltage (0.3 V) polarization as a function position x and time after polarization. (Top) XAM 404 
experiment-derived; (middle) predicted from continuum model under conditions identical to the experiment using RS 405 
transport coefficients 19 and (bottom) using PNB transport coefficients 14. 406 
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 407 
Figure S10: Concentration polarization upon constant voltage (0.3 V) polarization for t= 707 min. Experimental TFSI- 408 
concentration (markers) measured of the Li/LiTFSI-PEO/Li symmetric cell of channel length of 3 mm, and TFSI- 409 
concentration predicted from continuum model under conditions identical to the experiment using RS transport 410 
coefficients 19 (blue lines) and using PNB transport coefficients 14 (red). 411 
 412 

 413 
Figure S11: Lithium metal electrode front velocity (due to plating and stripping) as calculated from current density. 414 

415 
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 416 
Figure S12: (a) Exemplary measured autocorrelation functions (markers) as a function of delay time 𝝉  for different 𝝌-417 
values at a 𝒒-value of 0.0038 Å before polarization. (b) same as (a) but after polarization at 0.3 V. The decay time in (a) 418 
appears about one order of magnitude slower than in (b) suggesting slower self-dynamics of the LiTFSI/PEO matrix under 419 
open circuit equilibrium conditions compared to conditions during ion mass transport.  420 
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Microscopic pictorial illustration of the relationship between PEO and TFSI- velocity 421 

In order to graphically conceptualize the origin behind the observed PEO velocity, we consider a plane 422 

located at a random position 𝑥 between two electrodes, and polymer melt (represented as monomers 423 

solvating Li+ ions) and TFSI- ions of unity areal size, located directly to the left and to the right of the plane. 424 

This scenario is schematically shown in Figure S13(a). EO monomers (together with Li ions) are represented 425 

by the white boxes and TFSI- by the green boxes. In this example, an areal (or volumetric in three dimensions) 426 

ratio of EO to Li 8:1 was chosen; i.e. for every green TFSI- box, eight white EO boxes exist. Polarization of 427 

the cell will lead to net migration of TFSI- within the electric field (pointing leftwards in the figure reference). 428 

This is shown by the green TFSI- box moving from the rightwards from Figure S13(a) to (b). The jump has 429 

two consequences. (1) A void is left behind on the left side of the plane (represented by the red box), and 430 

(2) a too crowded situation (orange circle) appears on the right side of the plane, where two monomers 431 

and one TFSI- now take up the space that was previously only being taken up by two monomers. The only 432 

compensation for these phenomena is the motion of an EO monomer to the left side of the plane, as seen 433 

by the displacement of the white box to fill the void. Now the initial area is occupied by one monomer and 434 

one TFSI- (Figure S13(c)).  Next, we need to consider how many solvent molecules must move to fill one 435 

void. This scales with the volumetric ratios of the solvent and the TFSI-. In the example above, we assumed 436 

a volumetric ratio of 8:1. Hence, if one TFSI- moves, one out of eight EO needs to move, and seven stay 437 

stationary. This means that in the ensemble average, the EO velocity is 1/8 times slower than the TFSI (this 438 

is equivalent to Equation 3 in the main text).  439 

 440 

 441 
Figure S13: Schematic of microscopic picture of ion transport. (a) During cell polarization, the net drift due to ion 442 
migration of Li and TFSI- from left to right, a TFSI- unit moves from left to right across the magenta plane. This leads to 443 
the situation in (b), where a void is left behind on the left side of the magenta plane, and a “crowded situation” occurs 444 
on the right side. This results in the motion of an EO-Li units that make up the same volume as a TFSI- unit from right to 445 
left filling the void.  446 
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 447 
Figure S14: Concentration dependence of the mass density of LiTFSI in PEO. The experimental values are from Pesko et 448 

al. 14 and the solid line is a fit to 𝝆 =
𝑴𝐋𝐢𝐓𝐅𝐒𝐈+(𝑴𝑬𝑶/𝒓) 

𝑽𝐋𝐢𝐓𝐅𝐒𝐈+(𝑽𝑬𝑶/𝒓)
. 449 

 450 

 451 

 452 
Figure S15: Ion velocities. (a) XPCS-calculated TFSI velocity for different locations within cell (color-code corresponding 453 
to Figure 5 (main text)) measured upon constant voltage (0.3 V) polarization of the Li/LiTFSI-PEO/Li symmetric cell of 454 
channel length of 3 mm as a function of time, divided by the TFSI velocity predicted from continuum model under 455 
conditions identical to the experiment using RS transport coefficients 19 and using PNB transport coefficients 14. 456 
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 457 
Figure S16: Ion velocities. (a) XPCS-derived TFSI velocity  for different locations within cell (color-code corresponding to 458 
Figure 5 (main text) measured upon constant voltage (0.3 V) polarization of the Li/LiTFSI-PEO/Li symmetric cell of 459 
channel length of 3 mm as a function of time, subtracted by the TFSI velocity predicted from continuum model under 460 
conditions identical to the experiment using RS transport coefficients 19 and using PNB transport coefficients 14. 461 

 462 

 463 
Figure S17: XPCS measured and continuum model simulated (using RS transport coefficients 19 and PNB transport 464 
coefficients 14) TFSI- velocity for different locations within cell (color-code corresponding to Figure 5 (main text)) 465 
measured upon constant voltage (0.3 V) polarization of the Li/LiTFSI-PEO/Li symmetric cell of channel length of 3 mm 466 
averaged for polarization times 200 < t < 400 min. The agreement in the location dependence between measurements 467 
and simulation is more consistent with the RS transport coefficients (solid line) compared to the PNB transport 468 
coefficients (dotted line) as evident by the smaller spread in deviation and the more symmetric distribution around 469 
location 3 (center of cell) (similar to experiment). 470 

471 
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