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Computational insight into the impact of cooperative phenomena and correlated spatial

disorder on the macroscopic behaviour of metal–organic frameworks (MOFs) is

essential in order to consciously engineer these phenomena for targeted applications.

However, the spatial extent of these effects, ranging over hundreds of nanometres,

limits the applicability of current state-of-the-art computational tools in this field. To

obtain a fundamental understanding of these long-range effects, the micromechanical

model is introduced here. This model overcomes the challenges associated with

conventional coarse-graining techniques by exploiting the natural partitioning of a MOF

material into unit cells. By adopting the elastic deformation energy as the central

quantity, the micromechanical model hierarchically builds on experimentally accessible

input parameters that are obtained from atomistic quantum mechanical or force field

simulations. As a result, the here derived micromechanical equations of motion can be

adopted to shed light on the effect of long-range cooperative phenomena and

correlated spatial disorder on the performance of mesoscale MOF materials.
1 Introduction

Thanks to the peculiar and highly porous structures of metal–organic frameworks
(MOFs),1–3 composed of organic and inorganic building blocks,4 these materials
oen exhibit ‘anomalous’ and highly cooperative responses to external stimuli.5

These peculiar phenomena, such as negative gas adsorption,6 exceptionally high
elastic anisotropy,7 or even the emergence of multiple metastable phases and
large-amplitude structural exibility,8–10 arise from the large diversity of interac-
tion strengths in MOFs.11 Computational research provides an essential tool to
understand how these fundamental interactions at the atomic scale, varying from
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strong covalent bonds to weaker coordination bonds to weak but long-range
dispersion interactions, ultimately combine to result in the observed macro-
scopic behaviour of MOFs.12,13 Two competing ingredients are essential to accu-
rately model the macroscopic behaviour of these materials.14 On the one hand,
the adopted model needs to capture the diversity of interactions that give rise to
the MOF’s macroscopic response to external stimuli. On the other hand, the
adopted model should also be able to cover sufficiently large regions of the MOF
material, so that possible cooperative behaviour can be adequately represented.
For instance, to shed light on the experimental observation that exible MOFs
tend to become more rigid upon decreasing the crystallite size to the sub-
micrometre regime,15–20 computer models need to capture the long-range
phenomena that occur on length scales on the order of the crystal size.

In this respect, quantum mechanical methods are most accurate but are oen
too computationally expensive to dynamically simulate MOF systems larger than
a few nanometres.21,22 By approximating the atomic interactions by analytical
functions, system-specic force elds can dynamically model much larger
systems at the expense of a reduction in accuracy.23–26 Recently, MOF models with
dimensions of up to 10–20 nm and containing up to a few tens of thousands of
atoms were investigated using these force elds, revealing that exible MOFs can
exhibit phase coexistence under external stimuli.27,28 This phase coexistence,
a type of correlated spatial disorder in which multiple (meta)stable phases coexist
in the material at the same time, provides a possible explanation for the experi-
mentally observed size effect as it decreases the barrier for the switchable
behaviour of exible MOFs, but can only be observed when considering suffi-
ciently large models.28 However, even system-specic force elds, either at the
atomic or the coarse-grained level,29 are unable to directly model systems at
length scales corresponding to the experimental crystal size and investigate
cooperative phenomena that extend over the whole crystal. Therefore, the
micromechanical model is introduced in this article as a hierarchical coarse-
grained model that goes beyond system-specic force elds to capture these
long-range cooperative effects while still approximating sufficiently well the
variety of interactions present in MOFs.

The need for computational models capable of describing larger MOF struc-
tures is not only inspired by the aim to understand their cooperative macroscopic
responses to external stimuli. In recent years, awareness has grown that MOFs are
not the perfectly crystalline materials once envisioned, but that they exhibit
inherent spatial disorder that strongly impacts their macroscopic behaviour. As
indicated in Fig. 1, inherent spatial disorder in MOFs may be classied according
to its spatial extent, ranging from short-range isolated disorder up to a few
nanometres, to mid-range correlated disorder up to a few tens of nanometres, to
long-range correlated disorder on even larger length scales and involving up to
several millions of atoms. The most prominent examples of short-range disorder
in MOFs are point defects, such as the linker and node vacancies in UiO-66 and
HKUST-1,30–33 shown in Fig. 1(a), and the under-coordinated metal sites in MIL-
53(Al,V).34 In larger concentrations, these defects are observed to conglomerate
into correlated nanoregions, such as in UiO-66,32,35 or to form mesopores, as in
HKUST-1,36,37 giving rise to mid-range spatial disorder extending over several
nanometres (Fig. 1(b)). Finally, MOFs may also exhibit long-range correlated
disorder, in which large parts of the crystal cooperatively undergo phase
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Fig. 1 Classification of the different types of spatial disorder observed in MOFs and related
materials, varying from (a) short-range isolated disorder (< ca. 1 nm), to (b) mid-range
correlated disorder (ca. 1–20 nm), to (c) long-range correlated disorder (> ca. 20 nm) with
selected examples for each of the different types of spatial disorder.
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transitions between different metastable phases, potentially giving rise to phase
coexistence (Fig. 1(c)).27,28 These transitions may be triggered not only between
two crystalline phases, such as for MIL-53 or DUT-8,38,39 but also from a crystalline
to an amorphous phase. The latter phenomenon, termed amorphization, has
been observed in UiO-66 and various zeolitic imidazolate frameworks (ZIFs),40,41

among others, and results in the formation of amorphous MOFs (aMOFs) or
liquid MOFs that retain the connectivity of the parent material while exhibiting
strongly altered properties.42–44

As spatial disorder profoundly affects the MOF’s macroscopic behaviour, the
intentional creation of defects—so-called defect engineering—has emerged as
a promising concept to synthesise spatially disordered MOFs with improved
performance in, e.g., heterogeneous catalysis and gas adsorption.22,45–47 Although
defect engineering mainly focuses on the targeted creation of isolated defects,
correlated spatial disorder has an even vaster potential to revolutionise the design
of MOFs as functional devices.48 However, a fundamental understanding of the
impact of correlated spatial disorder on the performance of MOFs requires
computational techniques that can model these spatially extended systems with
sizes of up to a few hundreds of nanometres.14

To investigate these mid- and long-range cooperative phenomena that fall
beyond the reach of current computational models, the micromechanical model
is introduced in this work. By combining a substantial reduction in the degrees of
freedom of the MOF material with specic interaction terms that capture the
MOF’s exibility, this model enables the direct simulation of long-range coop-
erative effects and correlated spatial disorder. As the micromechanical model
builds on experimentally veriable quantities that can be extracted from system-
specic force elds or ab initio data, it can be adopted as an integrated and
hierarchical approach connecting higher-level simulations with experiments. As
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a result, the here introduced micromechanical model forms a computational
framework to shed light on the various cooperative phenomena taking place in
MOFs, spanning the different length scales from the sub-nanometre to the
micrometre regime.
2 The micromechanical concept

While coarse-graining techniques have already been used extensively for biomo-
lecular and polymer systems,49–51 specic challenges arise when trying to adopt
these techniques for periodic network materials such as MOFs.29,52 Section 2.1
outlines how these traditional techniques pose non-trivial limitations for the
coarse-grained description of MOFs, leading to the formulation of the micro-
mechanical model. Similar to conventional coarse-graining procedures, the
computational speed-up of the micromechanical model is achieved by reducing
the number of interaction beads on the one hand and approximating the inter-
actions between these beads by relatively simple analytical functions on the other
hand. As shown schematically in Fig. 2, the micromechanical model consists of
three steps. The rst step consists of mapping the atomistic representation of the
MOF on a suitable coarse-grained representation that exploits the natural parti-
tioning of the material in similar unit cells, as outlined in Section 2.2. In the
second step, atomistic simulations are performed, either at the ab initio or the
force eld level, to parametrise the coarse-grained interactions. Finally, in the
third step, the coarse-grained material is propagated in time using the equations
of motion derived in Sections 2.3 and 2.4 for systems that can be described by
a single phase, e.g., to derive the properties near equilibrium, and for systems that
exhibit multiple phases, respectively.
2.1 Challenges in coarse-graining MOFs

Martini-like coarse-graining approaches, in which up to four non-hydrogen atoms
are collected into a single bead, are traditionally adopted when coarse-graining
biomolecules or polymer systems.53 While this procedure has proven effective
for isolated systems and has been used to coarse-grain guests in MOFs, it is not
Fig. 2 The three steps in the micromechanical model, illustrated for UiO-66 containing
nodal defect regions (green), defect-free regions (blue) and surface regions (orange). Step
3 shows a close-up of the model for the region defined by the red rectangle in step 1.
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straightforward to extend this approach to the MOF network itself. Specically,
four challenges may be identied when trying to construct a Martini-like coarse-
graining mapping procedure for extended network materials such as MOFs.

The rst challenge results from the oen highly symmetric organic and
inorganic building blocks of MOFs, which restrict the freedom in symmetry-
preserving coarse-grained mapping procedures. For instance, consider the
Zr6(m3-OH)4(m3-O)4 inorganic node present in the hydroxylated form of UiO-
66(Zr),56 visualised in the inset of Fig. 3. When neglecting the highly disordered
hydrogen atoms in the node, this building block satises the octahedral Oh point
group containing 48 symmetry elements. Collecting the atoms of this node into
coarse-grained beads necessarily reduces this symmetry or requires atoms to be
present in multiple beads, which would lead to inconsistent momentum distri-
butions in the atomistic and coarse-grained representations.57 The only trivial
exceptions are those in which each atom denes its own bead or in which the
bead contains the complete inorganic node. A similar observation holds when
coarse-graining the phenyl moieties of the organic ligands. As a result, the four-to-
one mapping in Martini-like coarse-graining is oen not attainable for MOFs.
Instead, in the rst coarse-grained MOF force eld developed by Dürholt et al. for
HKUST-1,29,55 a reduction in degrees of freedom of about one order of magnitude
was proposed by replacing each of the inorganic nodes and organic ligands by one
bead, corresponding to the topology of the material.

The second challenge arises when considering MOFs in which the building
blocks are not isolated moieties but rather extend along chains, such as the [Al(m2-
OH)]n chain of MIL-53(Al) (see inset of Fig. 3).54 In such a case, it is non-trivial to
partition the atoms into coarse-grained beads. In MIL-53(Al), for instance, the m2-
OH group is connected to two equivalent aluminium atoms. As a result, when
assigning this hydroxyl group to either one of the neighbouring aluminium
atoms, the symmetry would be reduced, similar to the rst challenge for highly
symmetric nodes such as in UiO-66. However, while this could be circumvented in
UiO-66 by considering the whole node as a single bead, this is not possible for
MIL-53(Al) as the bead would have to extend along the whole [Al(m2-OH)]n chain.
Fig. 3 The micromechanical procedure to map the atomistic model onto the nanocells
for three representative MOFs, MIL-53(Al),54 HKUST-1(Cu),55 and UiO-66(Zr),56 with the
corresponding reduction in the number of degrees of freedom. Insets show the atomistic
representations of the inorganic moieties in MIL-53(Al) (left) and UiO-66(Zr) (right). Colour
code: zirconium (blue), copper (orange), aluminium (green), oxygen (red), carbon (grey)
and hydrogen (white). Hydrogen atoms are omitted from the periodic materials for clarity.
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The third challenge is rooted in the different types of spatial disorder present
in MOFs. As spatial disorder results in regions of the material that are similar but
not identical, it limits the transferability of traditional mapping procedures. For
instance, UiO-66 is prone to linker and node defects, affecting the coordination of
the inorganic nodes that remain in the material.30–32,35 Even when considering
minimally defective UiO-66 MOFs, with an average node coordination number of
eleven, and assuming no capping molecules are present to replace the missing
ligands, up to seven different inorganic nodes that give rise to this average
coordination number can be constructed.58 While these nodes all contain six
zirconium atoms, their direct atomistic environments differ. Despite the chemical
similarity between these nodes, coarse-grained mapping procedures that dene
a priori how many atoms should be collected in coarse-grained beads would give
rise to distinct mappings. Even when the mapping procedure would allow for
exibility in the number of atoms per bead, the interactions between these beads
would need to be dened for each similar node separately. In both cases, the
transferability of the coarse-grained model would be hampered.

The fourth and nal challenge, which is the main impetus for the micro-
mechanical model, is that the length scale attainable by state-of-the-art coarse-
grained models for MOFs is still limited to a few tens of nanometres.29 This
results from the fact that even the coarsest MOF models used up to now achieve
a reduction in the number of beads of about one order of magnitude.29,52 To
describe cooperative phenomena or correlated disorder that go beyond a few tens
of nanometres, however, a fundamentally different coarse-graining procedure
with a further reduction in the number of beads is necessary.14
2.2 The nodal micromechanical mapping procedure

To address the four challenges mentioned above, the rst step in the micro-
mechanical model is to dene a mapping that reduces the number of interaction
beads by two to three orders of magnitude (see step 1 in Fig. 2). This is achieved by
observing that mesoscopic MOF crystals, with dimensions of several hundreds of
nanometres and containing several millions of atoms, can be easily partitioned
into smaller unit cells with dimensions of about one nanometre given the MOF’s
building block structure. These nanosized unit cells, which will be further
referred to as nanocells, are dened by the position of their eight corners (in 3D).
In the micromechanical model, the position of these corners, which dene the
coarse-grained nodes of the model, will be simulated. As indicated in Fig. 3 for
three representative MOFs, the mapping of the atomistic unit cells to coarse-
grained nodes achieves the targeted reduction in degrees of freedom of more
than two orders of magnitude.

To illustrate this mapping procedure, consider the mesoscopic material shown
in step 1 of Fig. 2. For this 2D material, the nodes are indexed with a couple of
integers (i, j), ranging from (0, 0) to (nx, ny). These nodes are characterised by their
position rij and mass mij, which is determined based on the average mass of the
surrounding nanocells. In turn, these nodes uniquely dene the positions of the
different nanocells hmn, as outlined in Section S1.1 of the ESI.† In the model, the
nodes at the boundaries of the mesoscopic material can either be free, mimicking
nite materials, or they can be coupled through periodic boundary conditions,
mimicking the bulk region of an even larger material.
ART � C9FD00148D

6 | Faraday Discuss., 2020, xx, 1–15 This journal is © The Royal Society of Chemistry 2020



Paper Faraday Discussions

1

5

10

15

20

25

30

35

40

45

50
Next, a nanocell type is assigned to each nanocell in the material, indicated
with the different colors in Fig. 2. This nanocell type is uniquely dened by the
spatial disorder present in or at the surface of the nanocell. The nanocell type will
remain unaltered during the simulation, given that classical simulations do not
allow for bonds to be broken or formed. However, as outlined in more detail in
Section 2.4, these nanocell types can dynamically switch between multiple phases
as long as all bonds remain intact during the transition. For instance, different
nanocell types could be assigned to the different defective nanoregions in UiO-66,
such as the single green nanodefect region in Fig. 2. Likewise, surfaces can be
described by identifying surface nanocell types, such as those indicated by the two
shades of orange in Fig. 2. These surfaces can be external, to describe the nite
crystal size, or internal, to describe mesopores. The number of nanocell types,
typically smaller than ten, determines the complexity of the micromechanical
model and the number of atomistic simulations needed to parametrise the
model, as outlined in Section 2.3.
2.3 The micromechanical equations of motion for unistable nanocells

Atomistically, external stimuli and spatial disorder in MOFs result in distorted
nanocells. The assumption made in the micromechanical model is that this
altered performance at the atomistic level can be used to characterise the nodal
interactions near equilibrium. Consequently, the parameters of the micro-
mechanical model are the 3 � 3 equilibrium cell matrices hmnk,0 and the fourth-
order 3 � 3 � 3 � 3 stiffness tensors Cmnk,0 for each of the nanocells in the
model. Both the equilibrium cell matrices and the stiffness tensors can be
a priori determined from atomistic simulations,59 which need to be performed
for each different nanocell type (step 2 in Fig. 2). These parameters can be used
to dene the 3 � 3 nite Lagrangian strain tensor 3mnk experienced by the
nanocell hmnk as

3mnk ¼ 1

2

h
h�Tmnk;0h

T
mnkhmnkh

�1
mnk;0 � 1

i
; (1)

in which 1 is the 3 � 3 unit tensor.60 In turn, this leads to the following elastic
potential energy associated with each of the nanocells:

U mnk ¼ 1

2
detðhmnkÞ3Tmnk: Cmnk;0: 3mnk: (2)

In this expression, ‘:’ denotes the matrix inner product:

�
3T: C

�
k‘
¼
X3
i¼1

X3
j¼1

3jiCijk‘ and ½C: 3�k‘ ¼
X3
i¼1

X3
j¼1

Ck‘ij3ij : (3)

As outlined in Section S1.2 of the ESI,† this elastic deformation energy natu-
rally leads to the following Hamiltonian for the micromechanical model:

H ðr; pÞ ¼
X
ijk

pijk
2

2mijk

þ
X
mnk

U mnkðrÞ; (4)

where pijk is the conjugated momentum of the node at position rijk.
From this Hamiltonian, the equations of motion can be derived as
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r
�

ijk ¼ VpijkH ¼ pijk
mijk

¼ vijk; (5)

p
�

ijk ¼ �VrijkH ¼ �
Xi

m¼i�1

Xj

n¼j�1

Xk
k¼k�1

VrijkU mnkðrÞ: (6)

As outlined in Sections S1.3 and S1.4 of the ESI,† eqn (6) can be written out
explicitly, yielding for instance for the x-component of the conjugated
momentum of the node at position (i, j, k):

p
�

ijk;x ¼ �1

2

Xi

m¼i�1

Xj

n¼j�1

Xk
k¼k�1

detðhmnkÞ �
�
Tr

�
h�1mnk

v

vxijk

hmnk

�
3Tmnk: Cmnk;0: 3mnk

þ 1

32

�
h�Tmnk;0Fnmnk ;xh

�1
mnk;0

�
: Cmnk;0: 3mnk þ 1

32
3Tmnk: Cmnk;0:

�
h�Tmnk;0Fnmnk ;xh

�1
mnk;0

�	
: (7)

In this expression, Tr{A}, A�1, and AT are the trace, the inverse, and the transpose
of matrix A, respectively, and A�T ¼ (A�1)T. The matrix Fnmnk,x, with elements

Fnmnk ;x ¼
2
4 2fnmnk fnmnk fnmnk

fnmnk 0 0

fnmnk 0 0

3
5; (8)

contains one of the functions f1 to f8, corresponding to the contribution of each of
the eight neighbouring nanocells hmnk that have the node in position (i, j, k) on one
of their corners, as expressed by the summation in eqn (6). As outlined in Section
S1.3 of the ESI,† f1 to f8 are simple linear functions of the coordinates of the 27
nodes that form these eight nanocells, with the node in position (i, j, k) as the
central node.

The here obtained equations of motion can be used to dynamically propagate
the mesoscale material using the equilibrium cell matrix and the equilibrium
stiffness tensor as input parameters (step 3 in Fig. 2), and can be supplemented by
thermostats and barostats to achieve temperature and pressure control, respec-
tively, similar to the atomistic equations of motion.61
2.4 Extension of the micromechanical model towards bistable nanocells

The micromechanical equations of motion derived in Section 2.3 only take into
account the elastic deformation of the material through the elastic deforma-
tion energy of eqn (2). While this is sufficient to extract the properties of the
mesoscopic material near equilibrium, such as its equilibrium volume, bulk
modulus, or thermal expansion, there is growing attention to the anharmonic,
out-of-equilibrium responses of MOFs, such as their transition or amorphiza-
tion pressures. Essential in these out-of-equilibrium phenomena is that the
material can undergo a transition between two phases. To capture these effects,
the bistability of these materials needs to be directly incorporated in the
micromechanical model by considering bistable instead of unistable
nanocells.

To describe nanocells that have two (meta)stable phases, information about
the deformation energy of the two phases and their relative stability needs to be
provided instead of the single deformation energy of eqn (2). As shown in Fig. 4,
ART � C9FD00148D
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Fig. 4 Visual representation of the procedure to extend the micromechanical model to
systemswithmultiplemetastable phases. The two dashed parabolas indicate the harmonic
responses of the two phases, I and II, separately, while the orange dotted line is the
interpolation obtained according to the procedure in ref. 62.
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this information encompasses the equilibrium matrices hmnk,0 and the stiffness
tensors Cmnk,0 of the two phases, I and II, as well as their relative difference in free
energy DFI4II,mnk and nally the height of the barrier between the two phases
DFb,mnk. Based on this information, the deformation energies U ðIÞ

mnk and U ðIIÞ
mnk of

the two phases can be determined separately via eqn (1), yielding the harmonic
equilibrium response for both phases as shown in Fig. 4. To combine these two
potential energies into an interpolated potential energy that spans both phases of
the bistable nanocell, the approach of Christ and van Gunsteren is adopted,62

yielding the following potential energy surface for the bistable nanocell hmnk:

U mnk ¼ �kBT*
mnk ln

"
exp

 
� U ðIÞ

mnk

kBT*
mnk

!
þ exp

 
� U ðIIÞ

mnk þ DFI4II;mnk

kBT*
mnk

!#
: (9)

In this expression, kB is the Boltzmann constant and T*
mnk is an effective temper-

ature that determines the smoothness of the interpolation. In practice, the
parameter T*

mnk should be tted to best reproduce the barrier DFb,mnk obtained
from atomistic simulations.

The updated equations for the positions of the nodes of unistable nanocells,
eqn (5), remain unaltered when considering bistable nanocells. For the momenta
of the nodes, eqn (6), the derivatives �VrijkU mnkðrÞ depend on whether the nano-
cell hmnk is unistable, as in Section 2.3, or bistable. As outlined in Section S2 of the
ESI,† the derivative of the bistable potential energy is a weighted linear combi-
nation of the derivatives of the two single-phase deformation potential energies:

VrijkU mnkðrÞ ¼ wðIÞ
mnkðrÞVrijkU

ðIÞ
mnkðrÞ þ wðIIÞ

mnkðrÞVrijkU
ðIIÞ
mnkðrÞ; (10)

with weight factors
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wðIÞ
mnkðrÞ ¼

exp



� U ðIÞ

mnkðrÞ
kBT*

mnk

!

exp



� U ðIÞ

mnkðrÞ
kBT*

mnk

!
þ exp

 
� U ðIIÞ

mnkðrÞ þ DFI4II ;mnk

kBT*
mnk

! ; (11)

wðIIÞ
mnkðrÞ ¼

exp



� U ðIIÞ

mnkðrÞ þ DFI4II;mnk

kBT*
mnk

!

exp



� U ðIÞ

mnkðrÞ
kBT*

mnk

!
þ exp

 
� U ðIIÞ

mnkðrÞ þ DFI4II;mnk

kBT*
mnk

!: (12)

Compared to the unistable case, bistable nanocells will hence require two
evaluations of the derivative of the potential energy, VrijkU

ðIÞ
mnkðrÞ and VrijkU

ðIIÞ
mnkðrÞ,

at every time step. As in the unistable case, however, all required input parame-
ters—the equilibrium cell matrices, the stiffness tensors, the relative free energy
difference, and the free energy barrier between the phases—are obtained from
a priori atomistic simulations and need to be derived only for the different
nanocell types, again limiting the complexity of the model.
3 Discussion

The micromechanical model introduced here follows a fundamentally different
approach to coarse-graining MOFs compared to traditional coarse-graining
techniques, exploiting the natural partitioning of the MOF material in similar
nanocells. The three main differences between the micromechanical model and
conventional coarse-grained force elds are highlighted by the equations of
motion derived in Sections 2.3 and 2.4.

First, even though the micromechanical model adopts a coarse mapping
procedure that is very similar for all MOFs, information about the topology of the
atomistic material is still partially contained in the equilibrium cell matrices and
the stiffness tensors. This is a deliberate choice, as the topology of the material
was found to be an indispensable factor to accurately predict the structural and
mechanical responses of MOFs to external stimuli.63,64

Second, the interactions in the micromechanical model are not restricted to
nearest-neighbour beads, but include via eqn (8) interactions with all neigh-
bouring beads that share at least one nanocell. This increases the complexity of
the model compared to conventional coarse-graining techniques, although the
functional form of the interactions remains simple and the mapping procedure
already introduces a substantial reduction in complexity.

Third, the parameters that are used as input for the micromechanical model—
equilibrium cell matrices and equilibrium stiffness tensors, possibly extended by
differences in free energy in the case of bistable nanocells—are well-dened
variables that can, to a large extent, be obtained experimentally. This contrasts
with the oen arbitrary analytical interaction terms used in conventional coarse-
grained force elds, for which the accuracy of the interaction terms can only be
determined a posteriori by comparing the results predicted by the coarse-grained
model with experimental results. Even then, if a mismatch with experiment is
ART � C9FD00148D
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obtained, it is oen not trivial to pinpoint which interaction terms are missing or
which terms need to be rened to improve the accuracy of conventional coarse-
graining procedures. In contrast, in the micromechanical model, the input
parameters can be a priori compared with experiment. Furthermore, if higher-
level force eld or quantum mechanical information would be challenging to
obtain, these input parameters can also be directly extracted from experiment.

As a result of the specic approach followed in the micromechanical model,
the four challenges outlined in Section 2.1 can be addressed. As visualised in
Fig. 3, the micromechanical model maps the unit cell of the material, with a given
space group, on its crystal system instead of mapping the different atoms inside
the cell onto arbitrary coarse-grained beads as in conventional coarse-graining
techniques. Conceptually, the reduction of the unit cell to its crystal system can
be regarded as the periodic analogon of reducing the isolated building blocks in
the material to their point group. As a result of this specic mapping procedure,
the micromechanical model does not require the atomistic building blocks to be
partitioned in different beads, circumventing the challenges related to highly
symmetric building blocks, such as the Zr6(m3-OH)4(m3-O)4 inorganic node in UiO-
66(Zr), and building blocks that extend along chains, such as the [Al(m2-OH)]n
chain in MIL-53(Al). Moreover, as the different nodes in the micromechanical
model can move independently, the crystal system of any given nanocell can
change during the simulation, which is a prerequisite in modelling phase
transitions.

Furthermore, nanocells that are structurally and mechanically similar will be
characterised by nanocell types that have similar equilibrium cell matrices and
equilibrium stiffness tensors. Combined with the straightforward mapping
procedure in Fig. 3, this ensures that the micromechanical model is easily
transferable between different MOFs or between MOFs containing various types
of spatial disorder, overcoming the third challenge in Section 2.1. As a result, the
micromechanical model can be adopted to investigate possible cooperative
effects that arise from multiple types of spatial disorder being present in the
material at the same time, such as the combination of node defects and
boundary effects present in the hypothetical UiO-66 material in Fig. 2. In
addition, the model can also describe hybrid materials in which a given MOF is
dispersed into a different MOF matrix, such as the recently synthesised MIL-53/
ZIF-62 hybrid.65

Finally, the gain in attainable length scale in the micromechanical model is
expected to be substantially larger than for atomistic or conventional coarse-
grained MOF models, due to three factors. First, the mapping procedure results
in a reduction in degrees of freedom of two to three orders of magnitude with
respect to atomistic models, thereby going beyond the reductions achieved by
state-of-the-art coarse-grained MOF models.29,52 In addition, the Hamiltonian of
the micromechanical model, expressed in eqn (4), is smoother than the atomistic
Hamiltonian, as it no longer contains atomistic high-frequency modes such as O–
H and C–H stretches. As a result, the time step used during a molecular dynamics
simulation with the micromechanical model can be about one order of magni-
tude larger than in the atomistic case without violating the Nyquist theorem.
Finally, due to the absence of long-range interactions, the force evaluations in the
micromechanical model will be faster than in the atomistic case. As a result, the
micromechanical model has the potential to computationally describe
ART � C9FD00148D
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cooperative phenomena and correlated spatial disorder at length scales beyond
the few tens of nanometres achievable today.

The micromechanical model relies on the partitioning of the material in
nanocells and the determination of the equilibrium cell matrices and stiffness
tensors of these nanocells. While this is a natural approach for largely crys-
talline MOFs, it becomes less straightforward to dene these parameters when
considering glassy or amorphous materials.44 This is for instance the case
when describing the amorphization of UiO-66(Zr), in which phase I in Fig. 4
corresponds to an amorphous phase next to the crystalline phase II. If we are
only interested in the amorphization pressure, i.e., the pressure required to go
from phase II to phase I, the exact parametrisation of the amorphous phase
can be expected to be less important, as an accurate reproduction of the
amorphization pressure of the nanocell only requires information on the
crystalline phase and the point at which the structural response of the crys-
talline material becomes highly anharmonic.58 As a result, the amorphization
pressure of the different nanocells can be captured by tting the parameters
DFI4II and T* of the model to atomistic data obtained for the nanocell. In
addition, given that the input parameters of the model can be determined
experimentally, the amorphous phase can also be parametrised based on
experiment. In this sense, the micromechanical model may also form
a complementary computational tool to help rene the experimental struc-
tures of these amorphous or glassy phases based on the experimentally
observed macroscopic behaviour of the MOF.14

4 Conclusions

Spatially extended computational models are necessary to understand on
a fundamental level how the variety of interactions and various types of spatial
disorder in MOFs lead to the experimentally observed cooperative phenomena
in these materials. However, conventional computational techniques are oen
inadequate for coarse-graining periodic network materials such as MOFs as they
lead to an insufficient increase in length scale that can be described in the
model. Therefore, the micromechanical model is introduced here as a funda-
mentally different coarse-graining approach that exploits the natural parti-
tioning of MOFs into nanometre-sized cells. This model consists of two
ingredients: a systematic procedure to map the atomistic unit cells onto coarse-
grained nanocells, leading to a reduction in the number of degrees of freedom of
about two to three orders of magnitude, and a description of the nodal Hamil-
tonian that denes the equations of motion to propagate the micromechanical
model in time.

Herein, the concept of the micromechanical model is outlined and the equa-
tions of motion for both unistable and bistable materials are derived. In contrast
to conventional coarse-graining techniques, the model is only based on experi-
mentally veriable input parameters, which can be determined from higher-level
quantum mechanical or force eld simulations. As a result, the here proposed
micromechanical model can be considered as a hierarchical method that builds
upon atomic-level information to predict how cooperative phenomena and
correlated spatial disorder affect the performance of mesoscale MOF materials
under experimental conditions.
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Molecules in gas and liquid states, as well as in solution, exhibit significant and random

Brownian motion. Molecules in the solid-state, although strongly immobilized, can still

exhibit significant intramolecular dynamics. However, in most framework materials,

these intramolecular dynamics are driven by temperature, and therefore are neither

controlled nor spatially or temporarily aligned. In recent years, several examples of

molecular machines that allow for a stimuli-responsive control of dynamical motion,

such as rotation, have been reported. In this contribution, we investigate the local and

global properties of a Lennard-Jones (LJ) fluid surrounding a molecular motor and

consider the influence of cooperative and non-directional rotation for a molecular

motor-containing pore system. This study uses classical molecular dynamics

simulations to describe a minimal model, which was developed to resemble known

molecular motors. The properties of an LJ liquid surrounding an isolated molecular

motor remain mostly unaffected by the introduced rotation. We then considered an

arrangement of motors within a one-dimensional pore. Changes in diffusivity for pore

sizes approaching the length of the rotor were observed, resulting from rotation of the

motors. We also considered the influence of cooperative motor directionality on the

directional transport properties of this confined fluid. Importantly, we discovered that

specific unidirectional rotation of altitudinal motors can produce directed diffusion. This

study provides an essential insight into molecular machine-containing frameworks,

highlighting the specific structural arrangements that can produce directional mass

transport.
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Introduction

Transport properties of uids in connement are essential for both biological and
articial systems. Enhancement of diffusion with the preservation of selectivity is
essential for the improvement of separation technologies,1 particularly for
membrane-based systems.2,3 In biological systems, diffusion enhancement is
primarily facilitated by pore shape agitation of the channels embedded in so
matter.4–8 However, similar effects can also be found in articial porous media
such as carbon nanotubes in which phonon-induced oscillating friction is found
to enhance diffusion of uids.9–11 In both cases the nanoscopic oscillation of pore
contraction and expansion propagates cooperatively through the lattice allowing
for accelerated transport properties on a larger length scale.

Recently, Marbach et al. established a general model to describe the “transport
and dispersion across wiggling nanopores”, which is primarily activated by
thermal processes and occurs in a variety of different materials, with differing
effects on diffusion properties.12 Although this global vibration-induced diffusion
enhancement in nanochannels might in principle also allow for separation of
solutes as a function of their own Peclet number,13 diffusion enhancement
dictated by local stimuli-responsive dynamic molecular species in articial
systems remains largely unexplored. In fact, biological systems frequently
manipulate transport properties by local dynamic mechanisms beyond the acti-
vated processes of pore shape agitation.14–16 Transmembrane diffusion is oen
facilitated by enzymatic molecular machines (MMs) that allow transport against
a concentration gradient with unprecedented efficiency and selectivity.17,18

The combination of local and global dynamic mechanisms to impact transport
properties, as employed in biological systems, is expected to drastically enhance
properties of articial nanomaterials.19 Inspired by natural systems, chemists
have successfully produced articial MMs that can act as articial muscles20 and
also be bound to and open membranes for diffusion of guest species.21,22

However, only a few examples show that these dynamic molecular systems can
enhance diffusion in solution23,24 and the actual effects, as well as their origin, are
currently controversially discussed.25 Similarly, for the dynamics of nanoscopic
swimmers.26 Instead, controlled rotational motion by MMs in porous systems is
expected to enhance diffusion due to connement effects.27,28 Recently, Danowski
et al. reported on the incorporation of 2nd generation light-driven MMs in the
backbone of a porous metal–organic framework.29 They demonstrated that the
unidirectionality of rotation is maintained and that the immobilized motors
exhibit rotational frequencies similar to the motors in solution. This is one of the
few examples of articial MMs employed in ordered porous solids30 and the only
example that illustrates regular spatial organization of unidirectionally rotating
molecules in a porous crystal. Although rotational intramolecular motion is well
known31 also in crystalline solids,32 stimuli-driven unidirectional rotation in light
driven molecular motors represents the ability to control the frequency and
directionality by molecular design.33 Using E–Z photoisomerization of an over-
crowded alkene, the rotor can be switched into a metastable state. A subsequent
thermal relaxation step produces 180� rotation, where the stereocenter adjacent
to the double bond dictates the directionality. Successive photoisomerisation and
thermal relaxation steps lead to unidirectional 360� rotation of the rotor around
ART � D0FD00016G
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the double bond axis (Fig. 1).34 A broad variety of articial light driven molecular
motors with different structures, properties and functionalities were established
by changing the molecular design.35

In this contribution, we demonstrate the interactions and transport properties
of uids in motorized porous frameworks and investigate the inuence of coop-
erative synchronized and non-cooperative rotation of molecular motors. This study
is performed by molecular dynamics simulations using a minimal toy-model,
which resembles known molecular rotors. The molecular machine design incor-
porates elements of existing molecular motors including their geometry and
hypothetical orientations in a one-dimensional pore, in an effort to establish a close
representation of a real-world system. Initially, the result of an isolated motor
surrounded by uid was considered. Subsequently, different pore sizes were
investigated so that the effects of connement on the transport properties of the
uid can be captured. We also probed the inuence of cooperativity on the trans-
port properties of the conned uid by computing systems where the rotation of
two rotors are either correlated, in direction, or uncorrelated. This allows us to
investigate fundamental scenarios present in materials currently known in litera-
ture29 and compare this to proposed cooperatively working motorized frameworks.

This study provides a physical blueprint for molecular machine-containing
frameworks poised as new devices by which external stimuli can act to provide
activated diffusion for directional mass transport or nanoscale microuidic
devices, mimicking biological systems. The introduction of MMs into the back-
bone of periodic framework materials has yielded stimuli-responsive assemblies
of controlled dynamics in the solid-state.29 Although this specially dened
arrangement of MMs in the solid-state represents dynamic heterogeneous inter-
faces, the collective synchronized work of MMs in the solid-state is unprecedented
and molecular simulations, like that presented here, provide essential insight for
experimental endeavours.

Methodology

MM-systems were investigated using molecular dynamics (MD) simulations,
employed by the lammps code.37 We simulate the motor as Lennard-Jones (LJ)
Fig. 1 The prototypical light driven molecular motor, highlighting the steps that provide
rotation (a). The underlying potential energy surface for the molecule (solid line) and the
excited state potential energy surface (dashed line), which induces themotion (b). Portions
of this figure are reprinted from ref. 36.
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particles, which interact with surrounding LJ particles by interatomic interactions
described by the classic LJ potential (eqn (1))

UðrÞ ¼ 43

��s
r

�12
�
�s
r

�6�
(1)

where 3 is the characteristic energy, s represents the size of the particle and r the
distance between particles. Our simulation truncates this potential at the cut-off
distance 2.5s. The simulation results are described using reduced LJ units. For
simplicity, we consider particles of all the same size, mass (m) and characteristic
energy for interatomic potentials (m ¼ 1, s ¼ 1 and 3 ¼ 1). Temperature is

described by reduced temperature, where T* ¼ T
kB
3

and kB represents the

Boltzmann constant. Importantly, time is dened as s ¼ (3/ms2)1/2t. We have
employed these units here for simplicity, as the aim of this study is a qualitative
assessment of molecular motor systems in conned uids. The timestep for
simulations was set to 0.005s. The MMs were modelled by six particles with
additional bond, angle and dihedral interactions computed by harmonic poten-
tials (eqn (2)–(4)).

E(r) ¼ Kbond(r � r0)
2 (2)

E(r) ¼ Kangle(q � q0)
2 (3)

E(r) ¼ Kdihedral[1 + d cos(nf)] (4)

The energy coefficients Kbond, Kangle and Kdihedral were set to 5003, 3003 and
1003, respectively. The specied geometry and thus equilibrium values of these
potentials are discussed in detail later. This provides a robust and customizable
framework for modelling molecular motifs.

The dynamics of the uid, and dynamics of the MMs, were simulated using
a Langevin thermostat38 in the NVE ensemble, which effectively performs Brow-
nian dynamics.39 The temperature of the uid was controlled to 1.0T* using
a damping parameter of 1.0s. Connement was achieved using wall potentials
that interact with uid particles using only the repulsive part of the LJ potential
(eqn (1)).

Representative input les for the simulation reported in this study are avail-
able online in our data repository at https://github.com/jackevansadl/supp-data.

Results
Minimal representation of a molecular rotor

Our model drew inspiration from the prototypical 2nd generation molecular
motor with a rotor that reassembles the structure embedded in the previously
discussed motorized framework29 (Fig. 2a). However, we sought to simplify this
molecular motif using the fewest number of particles, bonds and angles and
symmetrize the rotor. This led us to our rst and generic model displayed in
Fig. 2b and c. This model uses six particles arranged such that two particles act as
the rotor (A and A0), two as the axle (B and C) and two as the stator (D and D0). Only
the particles of the rotor and axle (A, A0, B and C) were chosen to noncovalently
interact with surrounding LJ uid particles with the same strength and particle
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Fig. 2 The prototypical molecular motor used as motivation for this work (a). Description
of the azimuthal motor (b), where particles are labelled, and the effect of the potential
switch demonstrated. A similar arrangement can also be used to model an altitudinal
motor (c).
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size parameters as the surrounding LJ uid, s ¼ 1 and 3 ¼ 1. These values were
chosen as, generally, molecular rotors do not interact strongly with solvents and
are of similar relative size. Particles D and D0 have no interactions as they are
employed to dene the necessary dihedral potential. Moreover, the forces and
velocities of B, C, D and D0 particles were set to 0, xing their position throughout
the simulation. The key bond parameter that dictates the size of the rotor, r0
between particles A–B and A0–B, was set to 1.5s. Notably, this arrangement can be
rotated so that both azimuthal40 and altitudinal41 motion can be modelled
(Fig. 2c).

Simulations of the prototypical 2nd generation molecular motor have used
excited-state MD simulations, where the mechanism for light-driven unidirec-
tional rotation was investigated.42 These simulations use expensive atomistic
descriptions of the MM, which indeed are useful to provide accurate details about
the free energy landscape. However, these simulations are difficult to extend in
understanding long timescale dynamics. To our knowledge the consistent rota-
tional motion of these systems using classical molecular dynamics has not been
described and this is an important development for the investigation of molecular
motors.43 In the literature, the motion of other important stimuli-responsive
molecular machines and switches, such as azobenzene, is typical treated by
a two potential system.44 This straightforward approach describes the two long
lived states, which these molecules exhibit. Depending on the molecular struc-
ture, rotary motion of MMs might involve multiple steps, however for simplicity
we will consider a bistable scenario in this work.

To dictate the photoactive motion displayed by this MM we dene two
potential states of the system. This uses the dihedral potential between the
particles A–B–C–D and A0–B–C–D0 noted in eqn (4). This potential has the
parameter d, which is set as 1 or�1. This can be changed during the simulation to
produce two distinct potential states as demonstrated in Fig. 3. These potential
states have a minimum at either 0� or 180�, which effectively switches the stable
conguration of particles A and A0 to opposite sides of the molecule. Sequentially
switching the potential parameter d during the simulation, aer a set number of
ART � D0FD00016G
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Fig. 3 The potential energy surface for the dihedral interaction in the motor system (a).
Potential 1 and potential 2 refer to the two potential states and the arrow depicts the effect
of switching between these states. The stepwise periodic rotation observed by switching
the potential every 50s (b). This is demonstrated by the relative x-position of the A particle,
where the axle of the rotor is orientated in the z-direction.
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time steps, a stepwise periodic rotation is achieved. This stepwise rotation is
comparable to the type of motion observed in the experimental system. The
motion between the two states occurs over a few simulation steps, which is
comparable to the ultrafast dynamics reported for the excited-state photo-
isomerization rotation found in the experimental system.45 Throughout this
study, the switching period, between the two potentials, was chosen as 50s.
Currently, molecular rotary motors exhibit MHz-scale rotational frequencies.46,47

If we consider the particles in this study to have similar size and characteristics to
argon, the rotation rate is approximately 4.6 GHz. This is currently faster than is
observed for MMs but represents the potential for such systems, as with specic
functionalisation these systems could in principle function in the GHz regime.48

The simple switching of the dihedral potentials can effectively produce
a rotation about the axes of the molecule. However, because the potential switch
sets this structural conguration atop the symmetric maximum of the dihedral
potential energy surface the system can equally relax (by rotation) in either
direction. This results in the non-directional rotation of the motor as demon-
strated in Fig. 4a. Unidirectional motion is a sought-aer characteristic of
molecular rotors known to work in porous frameworks.29 However, as with bio-
logical motor systems, directionality is essential to perform mechanical tasks.49

Synthetically this is achieved by photo-responsive sterically overcrowded alkenes,
which results in four distinct steps as outlined in Fig. 1.50 To achieve unidirec-
tional rotation in our simulations we employ a torsional bias force, orientated in
the direction of the axle, thus mimicking the inuence of sterically crowded
functionalisation. This use of applied torque avoids increasing complex
descriptions of the dihedral potential energy surface. While large bias forces
result in continued, and uncontrolled, rotation, subsequent to the potential
switch event, a bias force of 30s/3 results in singular and unidirectional rotation
(Fig. 4b). Notably, the sign of this bias torque dictates the direction of rotation,
either clockwise or counter clockwise allowing the control of directionality,
similar to the experimental MM for which rotational directionality is dictated by
the nature of the stereocentre adjacent to the double bond.50

As detailed here, we have demonstrated that a six-particle system can produce
a minimal description of a molecular motor for classical molecular dynamics
ART � D0FD00016G
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Fig. 4 The direction of rotation observed for the rotor model is demonstrated by the y-
position of one of the rotor particles (A, for example), perpendicular to the stable orien-
tation of the rotor, which is the x-direction. Non-directional rotation is demonstrated for
the rotor model (a), however, the application of a bias torque results in unidirectional
rotation (b).
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simulations. Our model switches between two distinct dihedral potentials and
when combined with a bias torque this results in unidirectional rotation.
Importantly, the motion we observe is comparable to the ratchet-like rotation
designed in many synthetic molecular motors.51

Dynamics of rotor surrounded by uid

Initially, we investigated the results obtained by surrounding the model motor
with LJ particles, which act like a uid. The motor model, described in the
previous section, was placed in a simulation box of 20s � 20s � 20s, with peri-
odic boundary conditions. LJ particles were included in this simulation box with
a density of 0.34r, which at 1.0T* behave as a liquid.52 Simulations where the
motor remains xed, by virtue of a consistent dihedral potential, and where the
motor rotates unidirectionally were performed and system properties sampled
over 4 million steps (equivalent to 20 � 103s). The trajectories show constant
temperatures but when the potential is switched there is a spike in total energy,
associated with the drastic increase in potential energy of the system. This high
energy state quickly subsides as the motor rotates to the new stable conguration.

These simulations demonstrate that the global dynamics of the uid show no
changes resulting from rotation of the motor. In particular, the structure of the
uid, determined by the radial distribution function, and the dynamics of the
uid, revealed by mean-squared displacement, remain unaffected (Fig. S2, ESI†).
Given the size of the molecular rotor is equivalent to the size of the uid particles
this is perhaps not surprising. To completely understand the effect of articial
molecular rotation in this system the local properties of the rotor and uid were
investigated. As displayed in Fig. 5a, the rotation produces a lower density of uid
in a spherical area directly surrounding the centre of the rotor (particle B). This
local defect in the structure is attributed to the constant reorganisation of the
uid due to rotation. Moreover, the dynamics in this region also appear to be
inuenced by the motion. The average velocity of spherical slices surrounding the
rotor (Fig. 5b) show an increase in absolute velocity. This increase is apparent in
the locations where the rotor particles (A and A0) are located, suggesting that the
movement of the rotor produces this increase in local velocity of the uid.
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Fig. 5 Local properties of the molecular rotor model surrounded by the LJ liquid for
trajectories where the rotor is fixed and rotates. The average number of LJ fluid particles
for spherical shell segments, centred at the centre of the rotor particles (a). Absolute
velocity for the same spherical shell segments (b).
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Clearly the relatively small size of the molecular rotor limits its inuence on
the properties of a surrounding medium, which is known to inuence the rota-
tional speed of light driven motors52,53 and rotors.53–55 The effects of the motor
rotation and its frequency are neglected in this model but are expected to play an
important role in a real world system. By increasing the rotor size the interactions
with surrounding uid could be enhanced, allowing in principle for molecular
stirring.23
Azimuthal rotor in a one-dimensional pore

One appealing method to increase the effectiveness of molecular machines is
their positions within materials.56 Especially conning a reaction media in
close proximity to the motion of rotors is expected to enhance dynamic
effects.27 We consider the effect of this by arranging our motor system on the
walls of a one-dimensional pore (Fig. 6a). The pore is constructed using
repulsive wall potentials that interact with only uid particles. This conne-
ment arrangement is analogous to simulations of nanoconned water, and
Fig. 6 One-dimensional pore system with azimuthal rotors (a). Mean-squared displace-
ment (MSD) of the confined fluid for the large and small pores (b) with themotors fixed (no
rot.) or with unidirectional rotation (rot.). Average change in temperature for the trajec-
tories with and without rotation (c) for the large pore (blue) and small pore (green)
computed for one-dimensional slices of the simulation box in the z-direction (perpen-
dicular to the direction of the pore).
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these repulsive walls are suggested to act like hydrophobic walls.57 Two
azimuthal rotors were positioned on opposite walls and arranged such that the
stable conguration of the rotor is aligned with the one-dimensional pore.
Unidirectional rotation is directed with the bias torque in the same direction
for each rotor. The LJ uid was added to this system at a density of 0.09r. A
lower density was employed to avoid over saturation. Importantly, two distinct
pore sizes were investigated, a larger pore of 20s � 20s and a smaller pore of
10s � 10s. The axis of the one-dimensional pore was 20s and includes periodic
boundary conditions, only in this dimension. Simulation results are presented
as averaged observations from 10 unique samples, each included 4 million
steps, as described in the previous section.

We nd that for the large pore system the global and local properties of the
conned uid (Fig. 6b and c) show little inuence from rotation. The transport of
the uid is observed as the slope of the mean-squared displacement, also referred
to as diffusivity (Fig. 6b). There appears to be little inuence on the transport of
the uid for this larger pore structure. Similarly, there are no local increases in the
average motion (temperature) observed (Fig. 6c).

In contrast to the larger pore, the smaller pore structure of 10s � 10s, which
approaches the length of the rotor (3s), demonstrated a considerable effect from
the set motion of the molecular motor. As a result of the increased connement
the diffusivity of the uid decreases by approximately 15%, in agreement with our
understanding of diffusion in porous media.58 However, if the motors rotate there
is an evident increase in diffusivity where the smaller pores now only result in
a 10% decrease in diffusivity. The greater connement provided by the smaller
pore size greatly enhances the effect of the motor’s rotation on the LJ uid.
Particularly, the analysis of the average local properties of the uid demonstrates
an increase in local temperature at the location of the rotors. This enhanced
temperature in the area directly surrounding the rotor is representative of the
convection-like processes that have been experimentally observed to produce
enhanced diffusion in molecular catalysts.25
Altitudinal rotor in a one-dimensional pore

The synthetic design of molecular motors can hypothetically produce rotors that
rotate in distinctive directions. When immobilized on a surface these motors can
exhibit different orientations.59 As a result, we also have considered if rotation of
the motor is arranged in an altitudinal fashion,60 as illustrated in Fig. 2c. This
arrangement can localize the specied motion towards the centre of a porous
structure where it may have a greater inuence on the transport properties. An
equivalent one-dimensional pore system was constructed for investigating the use
of altitudinal rotors (Fig. 7a) which includes two motors orientated perpendicular
to the pore direction, such that the rotation is orientated in the direction of
diffusion. The unidirectional rotation for this case is also arranged with the bias
torque in the same direction for each rotor. The sampling and simulation details
are analogous to that discussed for the azimuthal case.

Similar to the system containing azimuthal motors, we observe no discernible
inuence from the motor rotation in the large pore structures. Moreover, for the
small pore structures, where the positions of the rotor particles are in close
proximity there is also the same relative decrease in diffusion.
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Fig. 7 One-dimensional pore system with altitudinal rotors (a). Mean-squared displace-
ment (MSD) of the confined fluid for the large and small pores (b) with themotors fixed (no
rot.) or with unidirectional rotation (rot.).
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When the motors rotate, however, we observe no signicant change in diffu-
sivity, in direct contrast to that observed for the azimuthal rotor system. This
result suggests that only specic orientations of rotation by molecular motors
aligned in pore channels may lead to an increase in transport properties.
Non-directional rotation in a one-dimensional pore

The unidirectional motion of molecular rotors is considered imperative for
directing movement at the molecular level. Thus, we sought to consider how non-
directional motion manifests and effects diffusion in small pore systems, for both
the azimuthal and altitudinal rotors. In fact, such a case resembles the scenario of
rotors frequently incorporated in the backbone of porous frameworks but not
governed by a stimulus, such as light.28 To investigate this, we conducted similar
simulations as described in the previous two sections, but with the absence of the
bias torque. This resulted in non-directional motion of the rotors (Fig. 8).

Without the application of bias force, the rotation is observed to consecutively
oscillate in random directions, clockwise or anti-clockwise. The presence and
dynamics of the conned LJ liquid is not observed to produce unidirectional or
preferred directional rotation of the rotors. Non-directional motion of the
azimuthal rotor resulted in equivalent diffusivity as the unidirectional motion
previously described. Contrastingly, the altitudinal rotor showed enhanced
diffusivity, greater than both the considered unidirectional and xed rotor
dynamics (6% greater than the xed rotor case). This non-directional motion can
provide the altitudinal system with the same diffusivity as the azimuthal system.

The altitudinal rotor system, as it extends into the pore, demonstrates the
profound inuence of the directionality of the motor. The motion of each rotor
can interact like that of a turnstile, where rotation in a cooperative manner, if not
directed favourably, can hinder diffusion.
Directional and cooperative rotation

As the directionality, and hence cooperativity, of the motors in this small pore
structure can affect the transport properties of the conned uid we examined
different combinations of rotation and their effect on the directionality of the
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Fig. 8 The direction of rotation observed for the azimuthal (a) and altitudinal (b) rotor
models is demonstrated by the y-position of one of the rotor particles (A, for example),
perpendicular to the stable orientation of the rotor, which is the x-direction.
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diffusion in the small pore, for both orientations of the motor. Please note the
frequencies of rotation are aligned, here we only investigate the direction. We
considered six different cases: xed rotors, non-directional rotors and the four
combinations of clockwise or anti-clockwise rotation. We label the direction of
rotation by the sign of the bias torque (Fig. 9a).

The alignment of azimuthal motors with the pore walls shows no distinct
direction of diffusivity, with the average displacement close to centre, around 0s.
This indicates equal diffusion in either direction of the one-dimensional pore.
Notably, this is not affected by different combinations of rotation by the motors.
The altitudinal motors, however, exhibit important dependence on the set rota-
tion of the motors. If the rotors have no rotation (xed), non-directional rotation
or aligned rotation the LJ uid is observed to show no directional preference. The
cooperative, and opposite, rotation of each motor, labelled here as “+�” and “�+”
Fig. 9 Illustration of the different rotational directions considered for the azimuthal and
altitudinal motors arranged in a one-dimensional pore (a). The average displacement of
the LJ fluid in the direction of the pore, x-direction, for different combinations of rotational
directions for each of the rotors, where the standard deviation is depicted by lines (b).
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can induce a preferential direction to the diffusion of conned uid. This
turnstile-like system can produce a ow of uid in either direction in the pore
dependent on the combination of rotations used.

Although the magnitude of diffusion is only marginally affected by the
arrangement of motors, for example we have not demonstrated on/off switchable
diffusion, the induction of a preferential diffusion direction is certainly prom-
ising. Notably, the rotors used here are of relative size to the diffusing LJ particles
and of equal interaction strength. It is the effect of cooperativity and connement
that is responsible for this signicant outcome on the global transport properties.
Amplication of these effects are expected to occur if the average rotor–uid
interactions as well as the connement effects are optimized. An increase in
motor density per void volume is certainly also expected to enhance the observed
diffusion effects.

Discussion

The molecular simulations, described in this study, represents a minimalist and
qualitative picture of molecular motors, and the possible consequence of
arranging them in conned solid-state. Many approximations are made to
describe the motion of rotors in this study. For example, the rotation mechanism
is signicantly reduced to a two-state motion. Notably, the rotation between the
two-states occurs almost instantaneously, when the dihedral potential is
switched. In reality molecular motors show complex rotational dynamics with
slow and fast movements to produce a full rotation.49 In future studies, it is
possible to use more complex potential energy surfaces and gradual potential
changes to more realistically reect the intricate dynamics of real-world motors.
Nevertheless, the potential switching mechanism should provide the foundation
to build new atomistic models of molecular machines.

A key observation from considering the combined dynamics of the rotor sur-
rounded by uid is the impervious nature of the uid bulk. The small rotor system
is a drop in the ocean compared to the stable dynamics of a uid. This is clear
from the global properties remaining unaffected by rotational dynamics, while
only the very local properties, for example the particles in the arc of rotation, show
some evidence of change. This observation is in line with recent scepticism about
diffusion enhancement by dynamic species in diluted solutions.25 In turn, this
demonstrates the importance of regular, dened arrangement with a maximal
high motor density of these machines in connement. It was only when the uid
was conned in a pore of comparable size to the molecular rotor where the
applied rotation began to affect the global transport properties of the uid. Still,
in our initial model we nd relatively modest changes to diffusivity. However, by
considering the orientation of the motor and the effect of different rotations of
rotors we nd the greatest change. By combination of altitudinal rotors aligned
into the pore and synchronization of the rotational directionality we could
produce a turnstile-like system able to direct the diffusion in a specied direction
of the pore. This illustrates that random orientation and non-directional rotation
of molecular motors in the solid-state are unlikely to produce diffusion
enhancement on a larger length scale let alone directed diffusion. Cooperative
rotation and specic arrangement of unidirectional rotation are required to
produce designed transport phenomena.
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Summary and outlook

In this work, we have outlined the inuence of rotating molecular species and the
importance of their orientation, cooperativity and directionality on the transport
properties of conned uids. Our ndings help to understand the inuence of
local dynamics of molecular motors and rotors on the surrounding uid. This
includes, the nature of pore space functionalized with dynamic groups and
potential strategies to manipulate transport properties of conned uids by this
dynamic pore space. Although the applied model drastically simplies real-world
molecular motors, it captures the most important aspects being unidirectional
rotation and orientation of the rotor. Our results, however, provide helpful indi-
cations about the need for high rotational frequencies in addition to the detection
of minor changes in diffusivity locally and globally. We envision the guidelines,
presented here, to be crucial for the design of stimuli-responsive dynamic
materials, capable of manipulating guest transport properties by dynamic
molecular machines. However, the currently reported porous materials that
include molecular machines30 or rotors28 do not meet the specied criteria
dened by this investigation.

As discussed in the introduction, many transport phenomena are supported by
activated vibrations of the pore walls,12 a property neglected in the present work.
The combination and alignment of local dynamics from a functional surface, by
anchored groups, and global vibrational dynamics of the framework backbone,
towards cooperative pore agitation on different length scales, represents an
interesting avenue for novel transport phenomena in porous solids and should be
further explored.
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To exploit the full potential of metal–organic frameworks as solid adsorbents in water-

adsorption applications, many challenges remain to be solved. A more fundamental

insight into the properties of the host material and the influence that water exerts on

them can be obtained by performing molecular simulations. In this work, the

prototypical flexible MIL-53(Al) framework is modelled using advanced molecular

dynamics simulations. For different water loadings, the presence of water is shown to

affect the relative stability of MIL-53(Al), triggering a phase transition from the narrow-

pore to the large-pore phase at the highest considered loading. Furthermore, the effect

of confinement on the structural organisation of the water molecules is also examined

for different pore volumes of MIL-53(Al). For the framework itself, we focus on the

thermal conductivity, as this property plays a decisive role in the efficiency of

adsorption-based technologies, due to the energy-intensive adsorption and desorption

cycles. To this end, the heat transfer characteristics of both phases of MIL-53(Al) are

studied, demonstrating a strong directional dependence for the thermal conductivity.
1 Introduction

For more than two decades, metal–organic frameworks (MOFs) have been
investigated for their exceptional adsorption properties. Today, these porous,
hybrid inorganic–organic crystalline frameworks still hold a lot of potential for
a wide range of adsorption technologies in elds related to sustainable energy
storage and the reduction of the greenhouse effect.1–4 Water-adsorption
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applications are one of the many promising possibilities for the use of MOFs as
advanced solid adsorbents.5–9 Water-stable MOFs could, for instance, nd use in
adsorption-driven heat pumps or chillers,10–15 and in atmospheric water
harvesting.16–19

However, just as for all applications involving repeated adsorption processes,
the heat management in water-adsorption applications poses an important
engineering challenge. Insight into the thermal transport characteristics of MOFs
is therefore essential, as their efficiency as adsorbents is strongly reduced when
the temperature of the system increases, thus requiring proper control over the
heat released by adsorption. This not only holds for storage tanks, in which the
slow dissipation of heat could hinder the tank-lling cycles, but also for heat
pumps, in which heat should be transferred rapidly to the surroundings. External
heat exchangers or more conductive MOF composites could be developed to meet
these requirements, but this comes at a cost.20–23 As the thermal conductivity of
MOFs is very complicated to measure accurately,24–28 relatively few experimental
studies have discussed the importance of the intrinsic heat dissipation in MOFs,
so that mainly computational investigations have provided explanations for their
low thermal conductivities.29–36 Nevertheless, for most MOFs, reference data is
still lacking in the literature.28,36 In this work, the thermal conductivity of MIL-
53(Al) was simulated.37 MIL-53(Al) is a bistable material that possesses
a narrow-pore (np) and a large-pore (lp) phase (Fig. 1) and is known for its
anisotropic mechanical and thermal properties.38,39 For practical applications,
quantication of the anisotropy in the heat transfer is required as it can affect the
design and operation of certain devices.40 In this proof-of-principle study for the
exible MIL-53(Al) framework, we show that the intrinsic thermal conductivity of
the framework differs between its (meta)stable states, whichmight be exploited in
nanoscale applications that require precise control over the thermal conductivity
via external stimuli, such as temperature and pressure.41–43

These stimuli, alongside guest adsorption, can trigger the intrinsic exibility
of MIL-53(Al), resulting in a reversible structural transformation44–47 that can
contribute to the internal heat management during the adsorption process, as the
heat of adsorption is partially used to overcome the energetic barrier between the
different phases.48,49 In other words, by carefully selecting a MOF exhibiting
a reversible phase transition in the desired adsorption range, it becomes possible
Fig. 1 Molecular representations of the narrow-pore (np) and the large-pore (lp) phases of
MIL-53(Al). The a-, b- and c-directions are indicated together with the conventional unit
cells in the ac-plane.
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to lower the overall amount of heat released in the adsorption process in
comparison to a material without a phase transition.

However, designing a MOF with a reversible phase transition in the relevant
adsorption window is a nontrivial task. Experimentally, this is accompanied by
a high degree of trial and error, as the underlying thermodynamic potential
cannot be directly accessed.46 Despite the abundance of adsorption studies in
MOFs, only a limited number of theoretical studies have investigated the critical
effect that guest molecules can have on the phase stability.46,50,51 Some of the
present authors recently demonstrated that standard computational consider-
ations typically do not suffice for these complex materials, as long-range disper-
sion interactions and correlated atomic motion might play an important
qualitative and quantitative role in the description of these stimuli-responsive
MOFs.52,53 In this work, the validity of another typical approximation – i.e. the
neglect of nuclear quantum effects in the simulations54 – is tested for the
modelling of guest-induced phase transitions.

We chose the rather extreme case of water in MIL-53(Al), where large nuclear
quantum effects could be expected.55 This particular framework is known to be
moderately stable with respect to water56,57 and the presence of water in MIL-53
materials has already been computationally explored in the past.51,58–61 Further-
more, MIL-53(Al) variants with different organic linkers (e.g. MOF-303 and A520)
have been investigated specically for water-adsorption applications.11,19 In this
contribution, the phase stability of MIL-53(Al) in the presence of water is discussed,
alongside the possible inuence of neglecting nuclear quantum effects. Finally, we
also try to obtain molecular-level insight into the water structure inside the pores,
which is currently an active eld of research for water-stable MOFs.58,60,62–65

Using advanced molecular simulation tools on the prototypical exible
material MIL-53(Al), this work thus considers two important fundamental issues
strongly related to water-adsorption applications of MOFs: (1) the phase stability
and the water structure inside the pores of a stimuli-responsive MOF and (2) the
anisotropic thermal conductivity properties of the adsorbent.

2 Methodology
2.1 Force eld

To model the potential energy surface of MIL-53(Al), a force eld is used, as the
computational cost of rst-principles methods is currently too high to extract the
properties under investigation. This force eld was generated with our in-house
developed QuickFF protocol for deriving force elds from rst-principles
input.66,67 In this way, we approximate the quantum mechanical potential
energy surface in the neighbourhood of the equilibrium structure – which is
dened by the optimized geometry and the Hessian at the PBE+D3(BJ) level of
theory68–70 – using a combination of analytical covalent, electrostatic, and van der
Waals force eld terms. The covalent interactions are written in terms of bonds,
bends, out-of-plane distances, and dihedral angles, and contain both anharmonic
terms and cross terms. Minimal Basis Iterative Stockholder (MBIS) charges are
used to describe the electrostatic potential between Gaussian charge distributions
centered on the nuclei.71 The van der Waals interactions were modeled by the
MM3-Buckingham model72 up to a nite cutoff of 12 Å and were supplemented
with tail corrections.73 This particular force eld was specically constructed to
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accurately model structural, vibrational, mechanical, and thermal properties, and
corresponds with the MCAM force eld discussed in ref. 67. More details
regarding the force eld energy expression can be found in the ESI (Section S1†).

For the simulations of MIL-53(Al) including water, the q-TIP4P/F74 force eld
was used to describe the water molecules. This force eld was derived by Hab-
ershon et al. from the well-known TIP4P/2005 model75 and extended to include
both exibility and anharmonicity. The O–H stretch is described by a quartic
potential, whereas the H–O–H bond angle is described by a harmonic potential
(see ESI Section S1†). Similar to the rigid TIP4P/2005 model, the non-covalent
interactions are modeled using four interaction sites, assigning an additional
interaction site M to every water molecule, which is located at the bisector of the
H–O–H angle. For the van der Waals interactions, described by a Lennard-Jones
potential, only the oxygen atoms yield a non-zero contribution. The interactions
between the water molecules and the framework can also be modeled by a Len-
nard-Jones potential, using the Lorentz–Berthelot mixing rules for the rescaled
MM3 parameters of the framework: sLJ ¼ 25/6sMM3, which ensures that the
minima of both potentials occur at the same internuclear distance.

Complementary to the van der Waals interactions, only the H atoms and M
sites of the water molecules yield contributions to the electrostatic interactions, as
the oxygen atoms do not bear a charge. By placing the negative charge on the M
site rather than on the oxygen atom, a better mean-eld description of the
polarization of the water molecules can be obtained. Although a more rigorous
inclusion of electronic polarization might enhance the description of the inter-
actions between the framework and the guest molecules, especially when making
the framework polarizable as shown by Cirera et al.,59 it is by no means trivial to
make the extension to fully polarizable force elds. Therefore, explicit electronic
polarization is commonly not taken into account when studying water in
connement.62,63 In spite of these limitations of a mean-eld description of the
polarization, this water model does allow us to describe hydrogen bonding
effects, as discussed in the ESI (Section S1†).

Finally, the q-TIP4P/F force eld was also tailored for use in quantum simu-
lations, making use of path integral molecular dynamics (PIMD)54 instead of
classical molecular dynamics (MD), thereby exchanging the classical treatment of
the atomic nuclei with a quantum mechanical one. Given the importance of an
accurate description of the low mass protons, as they play a pivotal role in the
behaviour of water, proper inclusion of nuclear quantum effects (NQEs), such as
the zero-point energy of the nuclei, is required.
2.2 Construction of the Helmholtz free energy proles

The exibility of MIL-53(Al) is investigated using the thermodynamic protocol
discussed in ref. 46, starting from MD simulations in the (N, V, sa ¼ 0, T)
ensemble for a set of volumes. From these simulations, which were carried out at
temperatures of 100 K and 300 K, the pressure prole P(V) is extracted (Fig. S2†),
fromwhich the Helmholtz free energy prole F(V) can be obtained as a function of
the volume V for each temperature via thermodynamic integration.

The classical MD simulations are performed with Yaff,76 using a Verlet time
step of 0.5 fs. The temperature is controlled by a Nosé–Hoover chain thermo-
stat77–79 containing three beads with a relaxation time of 0.1 ps, while the pressure
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is controlled by a Martyna–Tuckerman–Tobias–Klein barostat80,81 using a relaxa-
tion time of 1 ps.

To examine the inuence of nuclear quantum effects (NQEs), PIMD simula-
tions54 are performed on the same volume grid and for the same temperatures.
Applying PIMD on large structures such as MOFs is challenging due to the large
computational cost that is associated with it, but it is necessary for a correct
quantitative description of different properties, such as the thermal expansion
and the heat capacity.82,83 The PIMD simulations were performed with i-PI,84,85

which delegates the evaluation of the forces to external codes. In this case, the
covalent interactions are computed by Yaff76 and the long-range interactions are
evaluated using LAMMPS for ring-polymers containing 32 beads.86 To control the
temperature, a PILE-L thermostat87 is applied to the system and a white noise
Langevin thermostat88 is applied to the cell. To control the pressure, a modied
path-integral version of the Raiteri–Gale–Bussi barostat84,89 is used to sample the
(N, V, sa ¼ 0, T) ensemble. The time constants of the thermostats and the baro-
stats are respectively 0.1 and 0.25 ps. A BAOAB type90 scheme is used to integrate
the equations of motion.

Both classical and path integral MD simulations were performed with and
without water in the pores, considering three different loadings, i.e. 2.5, 7.5, and
22.5 water molecules per conventional unit cell. All the simulations related to the
calculation of Helmholtz free energy proles were performed on a 1 � 2 � 1
supercell, containing 152 framework atoms including 8 aluminium atoms.
2.3 Thermal conductivity

The Green–Kubo approach91,92 was used in combination with classical MD
simulations to determine the thermal conductivity. This formalism is based on
the uctuation–dissipation theorem and states that the thermal conductivity k

can be computed by integrating the heat current autocorrelation function
(HCACF) over time:

kii ¼ 1

kBVT2

ðþN

0

dthJiðtÞJið0Þi: (1)

An advantage of this method is that the heat current Ji (i ¼ x, y, or z) – and thus
kii – can be simultaneously extracted in all directions from one set of simulations.

This method has been used previously by some of the present authors to
compute the thermal conductivity of various well-known MOFs, such as UiO-66,
HKUST-1, and MOF-5, at their equilibrium volume.36 In this work, we computed
the thermal conductivity of MIL-53(Al) for different unit cell volumes ranging from
750 Å3 to 1500 Å3 in steps of 50 Å3. To this end, a series of one hundred inde-
pendent simulations per volume point were conducted. First, a hundred starting
structures were extracted fromMD snapshots taken every 5 ps from an equilibrated
classical MD simulation in the (N, V, sa ¼ 0, T) ensemble at 300 K using a 1� 2� 1
supercell (i.e. a conventional cell elongated along the Al(OH) chain) in Yaff.76 These
structures were subsequently converted to 7 � 8 � 7 supercells containing 29 792
atoms, as this is necessary to limit nite size effects.93 Finally, classical MD
simulations are performed with LAMMPS86 to equilibrate the supercells at 300 K
for 375 ps in the (N, V, h0, T) ensemble and for 125 ps in the (N, V, E) ensemble. The
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HCACF is thereaer collected during one hundred 3 ns runs in the microcanonical
ensemble. The heat ux is computed every 2 fs and the HCACF is averaged in
blocks of 100 ps, of which an example is shown in Fig. S6.† All classical MD
simulations were performed using a 0.5 fs timestep and the system’s temperature
was veried to be 300 K at the end of the NVE simulations.

Aerwards, the thermal conductivity was computed by integrating the HCACF
over time (Fig. S6†). As the resulting thermal conductivity can be substantially
inuenced by slow oscillations in the HCACF, it is necessary to integrate over
a sufficiently long time interval.93 These slow oscillations in the tail of the auto-
correlation function mix with numerical noise, which contaminates the HCACF
and cumulates a considerable integration error for the thermal conductivity.94,95

For some simulations, this resulted in a slight deviation from zero for the
HCACF’s tail, which we removed aer tting.94 Methods that take care of this in
a systematic way are to the best of our knowledge not directly applicable to
complex systems like MOFs due to a non-monotonic HCACF.96 Finally, we
determined the thermal conductivity by taking the running average of the last 25
ps, similar to previous work.29,36,96

An error bar was estimated using bootstrapping. This is done by resampling
the thermal conductivity results of the hundred independent trajectories. We nd
errors between 0.01 and 0.05 W m�1 K�1. Note that this error bar only captures
sampling effects and does not take into account limitations of the force eld and
the simulation method.
2.4 Vibrational analysis

To understand the inuence of NQEs on the Helmholtz free energy prole of MIL-
53(Al), the vibrational frequency spectrum of MIL-53(Al) is also investigated.97,98

The normal modes and the corresponding frequencies of the np and lp phases are
determined via diagonalization of the mass-weighted Hessian, obtained from ab
initio calculations. For more details about the computational settings, we refer to
previous work.98

These lattice vibrations are furthermore also known to have an impact on the
thermal properties of a material. For the specic case of MOFs, it was shown that
vibrational modes can be linked with the direction of the heat transfer within the
system.30 The effect of the lattice vibrations on the thermal conductivity can be
assessed by constructing the so-called vibrational density of states (VDOS):30

VDOSðsÞ ¼
ð
dtgðtÞ exp ð�2pjstÞ; (2)

which corresponds with the Fourier transform of the velocity autocorrelation
function, g(t), dened as

gðtÞ ¼

�P
i

við0ÞviðtÞ
�

�P
i

við0Þvið0Þ
� : (3)

The VDOS spectra of the different atom types in MIL-53(Al) can be calculated
from the classical MD simulations on the 1 � 2 � 1 supercells. The integration in
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the VDOS expression is then reduced to a sum, resulting in a discrete Fourier
transform that is evaluated using Yaff.76
3 Results and discussion
3.1 Flexibility of MIL-53(Al)

As the relative stability of the narrow-pore (np) and large-pore (lp) phases of MIL-
53(Al) has already been demonstrated to depend critically on the description of
long-range dispersion interactions52,99 and is altered by the presence of additional
metastable phases of coexisting lp and np layers at a mesoscale level,53,100 we now
revert our attention to the inuence of NQEs on the phase stability. Given the
intention to examine the presence of water molecules in the MIL-53 framework,
the archetypal molecules investigated within the context of NQEs, we rst assess
the effect of including NQEs for the empty framework. Following the thermody-
namic protocol outlined in Section 2.2, Helmholtz free energy proles of MIL-
53(Al) are constructed at 100 and 300 K, using both classical MD and PIMD, for
which the results are depicted in Fig. 2a. At 300 K, classical MD predicts an lp–np
Helmholtz free energy difference of 38.3 kJ mol�1, whereas PIMD yields a differ-
ence of 35.2 kJ mol�1. At 100 K, the Helmholtz free energy differences obtained
from classical MD and PIMD are respectively 47.3 kJ mol�1 and 43.6 kJ mol�1.
These moderate differences of about 3 to 4 kJ mol�1 in the relative lp–np stability
can be explained by considering the vibrational frequencies characterizing the np
and lp phases (Fig. 3), obtained from an ab initio normal mode analysis of the
structures.98 From these vibrational frequencies, the classical and quantum
mechanical partition functions can be calculated using a harmonic
Fig. 2 (a) Helmholtz free energy profiles of MIL-53(Al) as a function of volume at 100 K and
300 K, as calculated using both MD and PIMD simulations. (b) Helmholtz free energy
profiles of MIL-53(Al) as a function of volume at 300 K for water loadings of 2.5, 7.5, and
22.5 water molecules per conventional unit cell, as calculated using both MD and PIMD
simulations. (c) Molecular representations of an MD snapshot at the equilibrium volume
with 0, 2.5, 7.5, and 22.5 water molecules in the pores. All simulations were performedwith
a 1 � 2 � 1 supercell.

ART � D0FD00025F

This journal is © The Royal Society of Chemistry 2020 Faraday Discuss., 2020, xx, 1–22 | 7



Fig. 3 Visualization of the ab initio vibrational frequencies of the np and lp phases of MIL-
53(Al). At each vibrational frequency, a Lorentzian curve was generated with a full-width-
at-half-maximum of 10 cm�1. The bars on top indicate the wavenumber regions for which
the ratio of the quantum mechanical and classical partition functions is larger than
respectively 0.9, 0.7, 0.5, 0.3, and 0.1, both at 100 K and 300 K.
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approximation. The ratio of both partition functions for a specic set of modes is
then to be viewed as a measure of the degree of quantumness of these modes:

Zquantum

Zclassical

¼
YN
i¼1

exp

�
� ħui

2kBT

�

1� exp

�
� ħui

kBT

�YN
i¼1

ħui

kBT
; (4)

where ui is the angular frequency of the mode, T is the temperature, and kB is the
Boltzmann constant. As shown in Fig. 3, a quantummechanical description of the
modes is particularly important within a higher frequency range. The lower the
temperature, the lower the frequency at which modes start to yield a signicant
quantum mechanical contribution to the partition function. Since the modes
associated with the lp-to-np transition are predominantly located within the low
frequency region (i.e. below 100 cm�1),98 the difference in the relative lp–np
stability due to the quantum mechanical nature of the atomic nuclei is expected
to be relatively moderate, as observed in Fig. 2a. However, the fact that there is
a small difference in the relative lp–np stability clearly indicates that the np and lp
phases are affected differently by NQEs.
3.2 Water in the pores of MIL-53(Al)

Although a substantial number of MOFs possess poor stability with respect to
hydration, the MIL-53 family of so porous crystals is known to have stable
hydrated phases, which have been investigated both experimentally and
ART � D0FD00025F
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computationally, focusing mainly on the chromium- and gallium-based
variants.51,58–61,101–108

Here, the inuence of the presence of water on the Helmholtz free energy
prole of MIL-53(Al) is investigated, closely monitoring the changes in behaviour
of the adsorbed species along the prole. Three different water loadings are
considered: 2.5, 7.5, and 22.5 water molecules per conventional unit cell, varying
from a ratio of less than one molecule per aluminium atom to almost six mole-
cules per aluminium atom. For the lowest loading, the metastable lp phase
disappears, while the Helmholtz free energy prole retains a shape similar to the
prole of the empty framework, but shied to an equilibrium volume that is
about 200 Å3 larger, thereby stabilizing an intermediate state with a volume in
between those of the np and lp phases of the empty framework. On increasing the
water loading up to 7.5 molecules per unit cell, the equilibrium volume is further
shied by an additional 85 Å3 and the Helmholtz free energy prole is no longer
reminiscent of the bistable empty material. At the highest water loading, repre-
senting a ‘superhydrated’ state, the Helmholtz free energy prole possesses
a sharp minimum which is only shied towards higher volume by about 55 Å3

with respect to the lp equilibrium volume.
The differences between the classically and quantum-mechanically calculated

Helmholtz free energy proles are similar to the ones observed for the empty
framework, resulting in a Helmholtz free energy difference of the same order of
magnitude, i.e. generally smaller than about 3 kJ mol�1, at larger volumes.

From these simulations, one can also infer the average adsorption enthalpy by
simply conducting one additional simulation on a single water molecule. The
average adsorption enthalpy DHads of the sequential adsorption of N gas phase
water molecules into the empty framework is then given by

DHads(0 / N; T) ¼ DU(0 / N; T) + PDV(0 / N; T) � N(UH2O
+ kBT), (5)

where DU(0 / N) and DV(0 / N) are respectively the change in internal energy
and volume of the system on adsorbing Nwater molecules and UH2O is the internal
energy of a single water molecule in the gas phase. A derivation of this formula
can be found in the ESI of ref. 36. The values of the adsorption enthalpy for the
different water loadings, calculated using both MD and PIMD, are reported in
Table 1 and are of the same order of magnitude as the experimental isosteric heat
of adsorptionmentioned in ref. 19 and 28 for other aluminium-based frameworks
such as MIL-160(Al) and MOF-303. The differences related to the inclusion of
NQEs are once more limited to about 2–3 kJ mol�1. As more water molecules are
added to the framework, the increase in the magnitude of the adsorption energy
decreases, as demonstrated by the small difference in adsorption enthalpy for 7.5
Table 1 Average adsorption enthalpy DHads/N per H2O molecule at 300 K and 1 bar
(in kJ mol�1) for different water loadings of MIL-53(Al) at the equilibrium volume

NH2O ¼ 2.5 NH2O ¼ 7.5 NH2O ¼ 22.5

Classical MD �26.9 �45.1 �48.5
PIMD �24.2 �42.9 �46.6
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and 22.5 water molecules per unit cell. This also implies that the adsorption
process of water within MIL-53(Al) cannot be described by means of a simplied
mean-eld model, which is of course related to the more complex nature of
directional hydrogen bonding interactions that are essential in the description of
water.

Finally, the molecular organization of the water molecules within the MIL-53
framework can also be considered by means of density plots of the guest
Fig. 4 Symmetrised water density in MIL-53(Al) projected onto the xz-plane (perpen-
dicular to the b-axis), the xy-plane (perpendicular to the c-axis), and the yz-plane
(perpendicular to the a-axis) for 2.5 water molecules per unit cell at different volumes. In
each figure, a 1 � 2 � 1 supercell is shown, containing 5 water molecules. For the xy- and
yz-planes, only the upper half of the simulation cell is shown, as the bottom half is its
symmetrical equivalent.

Fig. 5 Symmetrised water density in MIL-53(Al) projected onto the xz-plane (perpen-
dicular to the b-axis), the xy-plane (perpendicular to the c-axis), and the yz-plane
(perpendicular to the a-axis) for 7.5 water molecules per unit cell at different volumes. In
each figure, a 1 � 2 � 1 supercell is shown, containing 15 water molecules. For the xy- and
yz-planes, only the upper half of the simulation cell is shown, as the bottom half is its
symmetrical equivalent.
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molecules, thereby visualizing their spatial probability distribution. These
densities are shown in Fig. 4 and 5 for different volumes and for both 2.5 and 7.5
water molecules per unit cell, considering the projections onto the planes
perpendicular to each of the three cell axes. The density plots for the case of 22.5
water molecules per unit cell can be found in the ESI (Fig. S3†). While no clear
preferential hydrogen bonding is observed with the hydroxyl framework groups,
which is most likely related to the lack of an explicit force eld description of
hydrogen bonding or polarization,59 Medders et al.104 also reported a disruption of
these preferential hydrogen bonds for water loadings exceeding the number of
hydroxyl framework groups. Hydrogen bonds are however formed with the oxygen
atoms of the carboxylate groups of the linkers of the framework (see ESI Fig. S4†).
Furthermore, the typical 1D water wires in the direction of the aluminium-oxide
chains, which have been observed in previous studies of MIL-53-type frame-
works,58,102,104 are also present in our simulations at lower volumes (within the np
region). At higher volumes, the water molecules take advantage of the additional
motional freedom gained through the increase in pore size, leading to a more
diffuse picture when compared to the np region. Given that the larger densities
are located near the edges of the pore, the presence of the framework is clearly
also felt at higher volumes.
3.3 Thermal conductivity

Aer having investigated the organization of water molecules within the frame-
work of MIL-53(Al), as well as their impact on the exibility, we now focus again
on the framework itself, instead of on the host–guest and guest–guest effects.
Insight into the intrinsic heat transfer characteristics of the adsorbent is also
essential for a molecular-level understanding of water-adsorption applications.
The inuence of guest molecules on the thermal conductivity of MOFs is still
a topic of debate, but lies beyond the scope of the current study.26,32,109,110 Some
studies have suggested that guest molecules improve the heat transfer (i.e. the
Fig. 6 Materials property chart displaying the thermal conductivity and the density of
MOFs alongside other material classes, namely, metals (and alloys), ceramics (glasses and
(non-)technical ceramics), polymers, and hybrid materials (composites, foams, and natural
materials). The thermal conductivities of the lp and the np phases are indicated with black
ovals. Figure adapted from ref. 36 with permission of the American Chemical Society.
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thermal conductivity increases with the loading), while others have reported the
opposite.

In general, MOFs are poor heat conductors, especially in comparison with
other materials (Fig. 6),36 which can pose a major technological barrier for prac-
tical applications. Therefore, both experimental and theoretical in-depth inves-
tigations are required to address this problem. However, apart from an already
established relationship between the difficult heat dissipation in MOFs and their
inherent porosity,29,30,33,36,109 the directional dependence of the thermal conduc-
tivity has barely been investigated.31,33,40 Given that exible MOFs can have a very
anisotropic response to different stimuli,38,111 the heat transfer is also expected to
show a directional dependence. For a set of idealized MOFs, Wilmer and co-
workers studied the anisotropy of the thermal conductivity,33 considering
frameworks with a simple cubic structure, a triangular-channel structure, and
a hexagonal-channel structure, and discussed how the pore shape and size affect
the thermal conductivity in different directions. Their study indicated that MOFs
with smaller pores are likely to have a better thermal performance, i.e. a higher
thermal conductivity, which was also demonstrated for the IRMOF series.36,109

3.3.1 Volume dependence of the thermal conductivity. As MIL-53(Al) has
lozenge-shaped channels (Fig. 1), which differ in size and shape for the np and lp
phases, we computed the thermal conductivity along the a-, b- and c-directions as
a function of the volume of the conventional unit cell. The results are shown in
Fig. 7. In the region where MIL-53(Al) is mechanically unstable (Fig. S2†),46

a separation of lp and np volume states was observed in agreement with recent
ndings of Rogge et al.53 These long-range correlation effects impeded an accurate
estimation of the thermal conductivity in between the (meta)stable lp and the np
phases, as the obtained volume distribution depends on the size of the simulation
cell. A snapshot of a structure containing different volume states is displayed in
Fig. S7,† together with its volume distribution which shows two distinct maxima.
Interestingly, no transitions were observed between the different volume states
during the microcanonical simulations used to compute the heat current auto-
correlation function. Aer the equilibration run at 300 K in the canonical
ensemble, in which a separation between the lp and np volume states occurs
spontaneously, the individual cells remain frozen in the acquired volume states.
While local energy uctuations are still possible in the microcanonical ensemble,
transitions between different volume states are expected to be extremely unlikely
in a 7 � 8 � 7 supercell, as the energy of the total system is kept constant. These
spatially disordered phenomena in exible materials will have to be taken into
account in future heat transfer studies and pose an additional difficulty for the
already challenging modelling of these exible systems.

In the lp region (Fig. 7), the thermal conductivity in the a-direction is clearly
higher than the thermal conductivity in the c-direction. In these directions, the
heat is transferred along the bonds of the organic linkers, which are more aligned
with the a-direction than with the c-direction (Fig. 1). As the angle between the
organic linkers and the a-direction increases from approximately 30 to 40 degrees
in the lp region, the alignment with the a-direction decreases at larger volumes
and so does the thermal conductivity. Consequently, the opposite trend is found
for the c-direction. For the one-dimensional Al(OH) chains (i.e. the b-direction),
the heat conduction is also observed to be worse than for the a-direction.
ART � D0FD00025F
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Fig. 7 The thermal conductivity of MIL-53(Al) as a function of the volume at room
temperature. The volumes in between the lp and the np phases are mechanically unstable.
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The trends in the np region are less intuitive. The thermal conductivity along
the a-direction generally increases when the volume decreases (Fig. 7). At the
lowest volumes, the organic linkers are nearly parallel with this direction due to
the knee-cap conguration of MIL-53(Al), and the dominant thermal resistance
along this direction will reside in the organic–inorganic connections in between
connecting linkers (Fig. 8). A very strong increase in the thermal conductivity
Fig. 8 Schematic illustration of the energy carriers along the a-, b- and c-directions.
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Fig. 9 Inverse of the cross-sectional area in the unit cell perpendicular to the indicated
lattice direction as a function of the volume. A schematic representation of the cross-
sectional area in the three directions is shown on top.
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along the c-direction is absent, which shows that although the organic linkers are
stacked very closely, not a lot of heat is transported along the pore vacuum.

The thermal conductivity in the b-direction strongly increases at the lowest
volumes. However, note that the thermal conductivity in a certain direction is
dened as the ability of a material with unit length thickness along this direction
to transfer heat per unit of cross-sectional surface area in the perpendicular
direction (Fig. S5†). In MIL-53(Al), the unit cell surface area perpendicular to the
b-direction increases substantially during the phase transition towards increasing
volume, while the lattice parameter b does not, as schematically illustrated in
Fig. 9. Hence, the thermal conductivity along this direction follows to some extent
the trend in the inverse of the area as a function of the volume (Fig. 9). In other
words, per unit of surface area, fewer conducting Al(OH) chains are present,
causing the thermal conductivity to decrease. The same reasoning holds for the
number of stacked organic linkers in the surface area perpendicular to the a-
direction.

Furthermore, the sharp increase in the thermal conductivity along the b-
direction at the lowest volumes is believed to be connected to another phenom-
enon. As the interchain thermal resistance is heavily reduced by both the close
approach of the Al(OH) chains (in the c-direction) and the almost parallel stacking
of the organic linkers, the heat dissipated along the direction of the Al(OH) chain
can spread more easily over multiple chains. This might also explain why the
ART � D0FD00025F
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volume dependence of the thermal conductivity in the a- and b-directions roughly
follows the same trend.

3.3.2 Specic vs. absolute thermal conductivity.When comparing the values
of the thermal conductivity near the equilibrium np and lp volumes of MIL-
53(Al) (Table 2) to those of other MOFs reported in the literature (Table 3),
the lp phase is found to yield a thermal conductivity of the same order of
magnitude as other MOFs with a similar mass density (e.g. MOF-505 and UiO-
66).36 For the np phase, on the other hand, the thermal conductivity has a much
higher value than for other MOFs, especially along the a- and b-directions.
However, given that its mass density is almost doubled with respect to the lp
phase and the thermal conductivity strongly correlates with the mass density
(Fig. 6), this is to be expected.

Although these values for the specic thermal conductivity seem to imply that
heat is conducted much easier in the np phase than in the lp phase, a fair
comparison should also take the difference in cell shape of the two phases into
account. For practical MOF applications, the required amount of material will
play an important role and is expected to remain constant throughout the oper-
ation of the device. Therefore, it is instructive to determine the absolute thermal
conductivity kabs, which is an extensive property (with units W K�1):
Table 2 Thermal conductivity of MIL-53(Al) in both phases (Vnp¼ 800 Å3, Vlp¼ 1500 Å3) at
room temperature. The absolute thermal conductivity is given per conventional unit cell.
More information regarding the error bars is given in the Methodology section

lp np

kaa (W m�1 K�1) 1.03 � 0.01 2.58 � 0.04
kbb (W m�1 K�1) 0.66 � 0.01 1.61 � 0.03
kcc (W m�1 K�1) 0.64 � 0.01 0.58 � 0.01
r (kg m�3) 922 1727
kabsaa (nW K�1) 0.6 0.5
kabsbb (nW K�1) 2.2 2.9
kabscc (nW K�1) 0.5 1.2

Table 3 Overview of the thermal conductivities of MOFs published in the literature

MOF

k (W m�1 K�1)

Experiment Simulations

Al-soc-MOF-1 — 0.22 (ref. 36)
HKUST-1 0.27–0.39 (ref. 25 and 27) 0.45–0.58 (ref. 25 and 36)
IRMOF-10 — 0.02–0.09 (ref. 36 and 109)
IRMOF-16 — 0.07 (ref. 36)
MIL-160 0.06 (ref. 28) —
MOF-5 0.34 (ref. 24) 0.12–0.31 (ref. 25, 29, 36 and 109)
MOF-177 — 0.08–0.09 (ref. 36)
MOF-505 — 1.16–1.26 (ref. 36)
UiO-66 0.11 (ref. 27) 0.87 (ref. 36)
UiO-67 0.19 (ref. 27) —
UMCM-1 — 0.07–0.13 (ref. 36)
ZIF-8 0.33 (ref. 26) 0.17 (ref. 30 and 110)
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kabsii ¼ A

d
kii; (6)

where A is the cross-sectional area perpendicular to the path of the heat ow (i-
direction), d is the thickness along the path of the heat ow, and k is the thermal
conductivity along the path of the heat ow (Fig. S5†). This quantity can be used to
compare the heat transfer characteristics of the lp and the np phases for the same
amount of matter, correcting for their different physical dimensions. The tabu-
lated values for kabs (Table 2) indicate that the heat transfer in the a- and b-
directions for a given temperature difference is not as different for the lp and np
phases as the specic thermal conductivities suggest. The thermal conductivity in
the b-direction does, however, slightly increase, which might be related to
a decrease in the interchain thermal resistance, as suggested in the previous
section. In Fig. S8,† the absolute thermal conductivity is shown as a function of
volume for a single unit cell.

A possible strategy to exploit the anisotropy of the thermal conductivity of
MOFs was suggested by Wilmer et al.33 Given that structures with large channels
are known to be benecial for rapid gas adsorption, but also give rise to ultra-low
thermal conductivities, MOFs could be designed to rapidly dissipate heat along
the channel direction to remedy the problem of heat conduction. For MIL-53(Al),
the heat transfer per unit cell was shown to behave anisotropically (Table 2), with
heat dissipating more easily along the one-dimensional aluminium-oxide chains
following the b-direction. This result is in line with the good thermal conductivity
of aluminium oxide (Al2O3, k z 30 W m�1 K�1).

3.3.3 Vibrational density of states. The difference in heat transfer along the
organic linkers (a- and c-directions) and the inorganic chain (b-direction) is also
reected in the overlap of the vibrational density of states (VDOS). A low overlap
between the VDOS of neighbouring interfaces, such as a solid–liquid or solid–
solid interface, implies a high thermal resistance.112–114 For ZIF-8, Zhang and Jiang
demonstrated that there is little overlap between the atomic VDOS of the main
Fig. 10 Analysis of the atomic vibrational density of states (VDOS). (a) The similarity index
calculated at 0–4000 cm�1 (0–700 cm�1) for the np phase (800 Å3). (b) The similarity
index calculated at 0–4000 cm�1 (0–700 cm�1) for the lp phase (1500 Å3). (c) The atomic
VDOS for Al, O1, O2 and C1. The atomic VDOS for other atoms is reported in the ESI (Fig. S9
and S10†). The intensities have been rescaled by dividing the complete spectrum by the
square root of the integral of the square of the spectrum.
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energy carriers (Zn and N) in the framework.30,110 For MIL-53(Al), we quantied the
overlap in VDOS along all atomic bonds using a similarity index:97

Similarity index ¼
Ð
dsf ðsÞgðsÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ

dsf 2ðsÞ Ð dsg2ðsÞp : (7)

It is a measure of the correlation between two spectra f(s) and g(s) in a certain
frequency range. We determined this similarity index for all chemically bonded
atom pairs by computing the overlap between the VDOS of both atoms in the
frequency range 0–4000 cm�1 and in the low-frequency range 0–700 cm�1. Using
this approach, a large overlap in the VDOS along the aluminium-oxide chain is
found, as displayed in Fig. 10. This similarity index is especially large when
compared to the similarity indices of the Al–O2, O2–C1, and C1–C2 bonds along
which the heat needs to transfer for the a- and c-directions (Fig. 8), so that the
similarity index corroborates the absolute thermal conductivity results. Finally,
the results in Fig. 10 also show that the overlap is systematically larger in the np
phase, which again agrees well with Table 2.
4 Conclusions

Within the past few years, MOFs have gradually gained a more established
reputation as promising solid adsorbents in the eld of water-adsorption appli-
cations. To obtain a more fundamental understanding of their potential perfor-
mance and shed light on current barriers, such as the slow heat transfer of MOFs,
molecular simulations can be performed to theoretically investigate the frame-
work properties and the interactions with water. In this work, the exible MIL-
53(Al) framework was analysed, focusing on the inuence of water on the phase
stability and the structural properties, as well as on the thermal conductivity of
the framework.

To assess the exibility of the framework, an adequate modelling technique is
required, such as the thermodynamic protocol in ref. 46, which allows the
construction of Helmholtz free energy proles to identify the (meta)stable states
of the system as a function of the loading. Several studies have already high-
lighted the importance of the weak dispersion forces36,99 and structural
disorder53,100 in the description of the exibility of MIL-53(Al), but the quantum
nature of the atoms has not yet been taken into account. However, as evidenced by
this study of MIL-53(Al) with and without water in the pores, nuclear quantum
effects do not seem to play a major role in the relative phase stability of the
material. Both classical and path integral molecular dynamics simulations indi-
cate that the volume of the np phase continuously increases with the water
loading until the lp phase becomes the only stable state at a very high loading. For
all the considered water loadings, the adsorbed molecules are observed to engage
in ordered hydrogen bonded structures resembling 1D water wires along the
aluminium-oxide chains for volume states located around the equilibrium
volume. If the pore volume, on the contrary, substantially deviates from the
equilibrium volume, the water molecules spread more freely inside the pores,
although they remain predominantly located near the edges of the pores due to
their interaction with the framework.
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Furthermore, the thermal conductivity of the framework was also calculated in
the three crystal directions as a function of the volume, which allows us to
compare the thermal performance of the np and lp phases. To capture the
inuence of long-range spatial disorder present in experimental samples, new
simulation strategies will have to be developed. In this work, the thermal
conductivity of MIL-53(Al) was found to be strongly linked to the geometry of the
unit cell, and in absolute numbers the heat transfer in the np phase was shown to
be more efficient. The aluminium-oxide chain was thereby identied as the best
conducting fragment of the material, as conrmed by the overlap in the vibra-
tional density of states of the aluminium and oxygen atoms.

These ndings clearly demonstrate that molecular simulations can offer useful
insights into the fundamental properties relevant for water-adsorption applica-
tions. Promising water-adsorption materials pointed out by experimental studies
will be further explored in future studies.
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The prototypical pillared layer MOFs, formed by a square lattice of paddle-wheel

units and connected by dinitrogen pillars, can undergo a breathing phase transition

by a “wine-rack” type motion of the square lattice. We studied this behavior, which

is not yet fully understood, using an accurate first principles parameterized force

field (MOF-FF) for larger nanocrystallites on the example of Zn2(bdc)2(dabco) [bdc:

benzenedicarboxylate, dabco: (1,4-diazabicyclo[2.2.2]octane)], and found clear

indications for an interface between a closed and an open pore phase traveling

through the system during the phase transformation [J. Keupp and R. Schmid, Adv.

Theory Simul., 2019, 2, 11]. In conventional simulations in small supercells this

mechanism is prevented by periodic boundary conditions (PBCs), enforcing

a synchronous transformation of the entire crystal. Here, we extend this

investigation to pillared layer MOFs with flexible side-chains, attached to the linker.

Such functionalized (fu-)MOFs are experimentally known to have different

properties with the side-chains acting as fixed guest molecules. First, in order to

extend the parameterization for such flexible groups, a new parameterization

strategy for MOF-FF had to be developed, using a multi-structure force based fit

method. The resulting parameterization for a library of fu-MOFs is then validated

with respect to a set of reference systems and shows very good accuracy. In the

second step, a series of fu-MOFs with increasing side-chain length is studied with

respect to the influence of the side-chains on the breathing behavior. For small

supercells in PBCs a systematic trend of the closed pore volume with the chain

length is observed. However, for a nanocrystallite model a distinct interface

between a closed and an open pore phase is visible only for the short chain length,

whereas for longer chains the interface broadens and a nearly concerted

transformation is observed. Only by molecular dynamics simulations using

accurate force fields can such complex phenomena can be studied on a molecular

level.
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1 Introduction

One of the most investigated features of metal–organic frameworks (MOFs) is the
so called breathing transformation, where a partly large volume change is trig-
gered by various stimuli like pressure, temperature or guest adsorption.1 The
novel class of porous materials has also been called “so porous crystals”2 since
they combine an ordered crystalline structure with void space and exibility to
allow for different types of structural transitions. The “wine-rack” type breathing
of pillared layer (PL) MOFs3,4 or the MIL-53 (ref. 5 and 6) family of systems is
archetypal for such a motion. Another more recent example is the buckling
transformation observed for DUT-49 and related systems, leading to the so called
negative gas adsorption in certain cases.7,8 In order to shed light on the atomistic
mechanism and to predict properties like gate opening pressure, the study of
such structural transformations has always been accompanied by molecular
simulations.9,10 However, up to now, a general predictive theoretical model is still
not available and a large number of details are not well understood: for example
the experimentally observed dependence of breathing transformations on crys-
tallite size and morphology.11–13 Due to the delicate balance of energetic and
entropic effects in such transformations a congurational sampling by molecular
dynamics or Monte Carlo type simulations is inevitable, which limits the appli-
cability of electronic structure methods like periodic density functional
theory.14–16 Out of this need we have developed a consistent and systematic
parameterization strategy for molecular mechanics force elds using rst prin-
ciples computed reference data. The MOF-FF force eld has been developed for
this purpose and was successfully employed in various scenarios.17–26

We recently started to exploit the numerical efficiency of MOF-FF to investigate
the “wine-rack” breathing transformation of the prototypical PL-MOF Zn2(-
bdc)2(dabco) (bdc¼ 1,4-benzenedicarboxylic acid; dabco¼ 1,4-diazabicyclo[2,2,2]
octane) for large systems beyond periodic boundary conditions (PBCs).27 For
nanocrystallites (NCs) of different size we observed a rst order phase transition
with an interface between an open pore (op) and a closed pore (cp) phase moving
through the system.27 Note that similar behavior was found by Rogge et al. also
using PBCs but for large supercells, where a phase coexistence with two phase
boundaries is observed.28 Noteworthy in our NC simulations, is that distinct size
effects were observed due to the different surface to volume ratios. Up to now we
have only considered temperature and pressure (via a distance constraint forcing
the closing of the pore volume) as stimuli to trigger phase transformation, since
guest adsorption induced transformation for the NCs is technically difficult to
realize. However, both from experimental investigations and theoretical simula-
tions it is known that linkers with exible side-chains allow tuning of the MOF
properties and behave to some extent like tethered guest molecules. In particular,
such functionalized systems introduced by Fischer et al.,4 referred to as fu-MOFs,
adopt in contrast to the parent DMOF-1 (Zn2(bdc)2(dabco)), a narrow pore (np)
form aer activation which thermally opens.29 This was successfully predicted
also in theoretical simulations by us.20 Due to the fact that these exible side-
chains are covalently attached to the linker no grand canonical simulations are
needed, but the peculiar balance between entropy and dispersive interactions of
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these side-chains follows the same tendencies as adsorbed guest molecules. To
this end, in this work we have extended our simulations of NCs to these fu-MOFs.

From a conceptional point of view, such side-chains add another degree of
exibility to MOFs, adding to the overall framework soness. Since only a fraction
of the available pore space is occupied by these side-chains (depending on length
and count) a large conformational phase space is still available for the aliphatic
side-chains. By changing the nature of the fu-MOF linker, the adsorption prop-
erties can also be tuned. For example, an MOF with a selectivity for acetylene over
ethylene has been synthesized by the Fischer group using a triple bond at the end
of the fu-MOF side-chain.30 An accurate force eld is needed also for fu-MOFs in
order to make theoretical simulations tractable. The free rotating single bond
side-chains, however, pose an additional technical problem for the parameteri-
zation strategy of MOF-FF. Up to now, MOF-FF parameters have been derived for
the single low energy conformation of an unstrained non-periodic model system
by tting parameters to an objective function based on structure and curvature
(Hessian) projected into redundant internal coordinates (RICs).31 For the rather
rigid building blocks present in MOFs, this also results in a sufficiently accurate
representation of the potential energy surface (PES) for deformed structures as
present, e.g., in the cp form of DMOF-1. More recently, this approach was
extended to 3D periodic reference systems to t MOF-FF and also for zeolitic
imidazolate frameworks (ZIFs),26 where chemically reasonable non-periodic
clusters are not easy to construct. However, the method tends to predict wrong
torsion barriers for rotatable single bonds, since the barriers are only estimated
by a Fourier expansion on the basis of the curvature at a single minimum. In order
to tackle the targeted fu-MOFs we rst had to extend the parameterization strategy
of MOF-FF for exible rotating bonds. A t using multiple structures needs to be
employed here and we derived a force matching methodology,32 again using RICs
in order to be able to select those degrees of freedom with high relevance for the
exibility of the side-chains.

In the following section the RIC based force matching strategy for MOF-FF is
explained together with the crucial computational workow to produce reference
data. In Section 3 we then report our results for small periodic fu-MOF simula-
tions in comparison with fu-MOF NCs. We also compare them to our previous
results for the unfunctionalized parent DMOF-1. Note that the computational
details are given in the ESI.†

2 MOF-FF parameterization for flexible linkers
2.1 Parameterization strategy

The original MOF-FF tting strategy relied on the structure and curvature
(Hessian) of the global minimum of a non-periodic model system computed by
electronic structure methods like density functional theory (DFT) as reference
data, which will be referred to as single structure Hessian (SSH) t from herein. By
a global minimization of the mean square deviations of structure and curvature
for selected RICs between the FFmodel and reference, an optimal parameter set is
determined. This approach, which was shown to be successful for the typical rigid
building blocks used in most MOFs,17,23,31 is, however, likely to fail for the exible
parts of the linkers, where multiple thermally accessible conformers are con-
nected by shallow barriers. In particular, the freely rotating single bonds between
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sp3-hybridized atoms in our targeted fu-MOF linker library pose a signicant
problem, since the reference data at the global minimum (elongated chain) does
not provide sufficient information concerning other conformers and the transi-
tion states between them. In order to quantify this problem, we have rst
parameterized MOF-FF using the conventional SSH t in order to test the accu-
racy, in particular with respect to the higher energy conformers and barriers. As
an alternative, we implemented a multi structure force (MSF) t strategy, using
multiple congurations generated by short nite temperature ab initio molecular
dynamics (MD) simulations.
2.2 Reference systems

From a conceptional point, the MOF-FF approach aims to trade transferability for
accuracy by generating parameter sets for each and every reference system,
resembling closely the nal MOF. However, in order to keep the overall effort
tractable we found it useful to start with smaller fragments like for example
a simple benzene molecule, and to then keep these parameters xed in e.g.
benzoate model systems, used to represent inorganic building blocks or
secondary building units (SBUs) (see Fig. 1).31 In this context we recently devel-
oped a hierarchical automated parameter assignment (HAPA) scheme and
infrastructure,33 where the corresponding parameters are automatically assigned
via a graph based substructure search and an automated query in a relational
database hosted at http://www.mofplus.org. In order to exploit this methodology
also for the fu-MOFs and the exible linkers, a similar strategy for the choice of
the reference systems was used. Again, predened parameters of small fragments
like benzene rings are rst assigned, such that only the remaining parameters
have to be reparameterized.

Since the linker library consists of alkyl side-chains (in principle of arbitrary
length), we chose to t a butane molecule as a generic sp3-carbon reference
system, from where parameters of alkyl chains of arbitrary length can be ob-
tained, just like benzene is used as a reference system for all aromatic carboxylate
Fig. 1 Hierarchical concept behind MOF-FF: larger reference systems utilize predefined
parameters from smaller reference systems. (a) For a paddle-wheel SBU (oxygen atom
labels omitted for clarity) predefined parameters for benzene (red) and isolated dabco
(blue) are kept and only the core (black) parameters are fitted. (b) For a reference system
like phenyl butyl ether, benzene (red) and butane (magenta) parameters are kept
predefined.
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linkers. In Fig. 2 all reference systems to generate parameters for the fu-MOF
linkers are given in black. For side-chains smaller than the phenyl butyl ether,
the systems were tted explicitly.

In order to be consistent with the conventional MOF-FF methodology, the
same DFT functional, basis set and dispersion correction were used to compute
reference data for the SSH t as well as for the ab initioMD simulations, to sample
structure and force for the MSF t (see ESI† for details). Each reference system
shown in Fig. 2 was fully optimized in the all-trans conguration, the Hessian
matrix of second derivatives was computed for this conformation, and then a 60.5
ps Born Oppenheimer (BO)-MD simulation was performed (50k steps at Dt ¼ 50
atu z 1.21 fs) at a temperature of 500 K. This relatively high temperature was
chosen to ensure that also the higher energy conformers are included in the
datasets generated from the BOMD simulation. In the case of the small butane
reference system, additional OMD simulations at 400 K and 800 K were per-
formed. From the computed Hessians, the normal modes of the optimized
structures were computed and the six lowest were conrmed to be zero (within
numerical accuracy). In addition to that, constrained optimizations were carried
out, where non-hydrogen single bond torsions containing at least two side-chain
atoms were constrained to values ranging between 0� and 180� in steps of 5� to
obtain an energy prole along these degrees of freedom.
2.3 Force eld setup

The HAPA approach relies on atom type labels being derived in a rule-based
fashion from the close vicinity of an atom, and a fragment type it belongs to.
Each parameter also always refers to the reference system for which it was tted.
The Cph–Oeth bond of each reference system for example all have the same atom
types of c3_c2o1@ph and o2_c2@eth, but differ in the reference system they were
tted from. HAPA is hierarchical in the sense that larger reference systems are
always preferred over smaller ones, if observed in a structure whose force eld is
about to be assigned. That means, for say a phenyl pentyl ether, all the alkyl ether
reference systems are part of it, but only the phenyl butyl parameters are assigned,
because this is the largest of the reference systems. For an MOF with DP-bdc
linker, consequently the parameters from the phenyl propyl ether are assigned.
Fig. 2 The reference systems used in this work to extend MOF-FF (black) and the cor-
responding linkers including their abbreviations (grey). DM: di-methoxy, DE: di-ethoxy,
DP: di-propoxy, DB: di-butoxy, DA: di-allyloxy, BME: bis-methoxy-ethoxy.
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This provides us with the exibility to have unique parameters for each of the
reference systems shown in Fig. 2, and thus higher accuracy, but at the same time
it implies a larger set of parameters as compared to e.g. generic FFs like UFF.34

Each single bond, angle and out-of-plane bending that is distinct, based on the
above atom type denition, is set up as an individual FF term whose parameters
are to be tted. Torsions in MOF-FF are described as a truncated Fourier series up
to a multiplicity of four. In order to reduce the parameter space, the expansion
coefficients for certain multiplicities were set to zero, depending on the atom
types of the torsion to be described. For example, the aromatic torsions only need
a torsion of multiplicity two for a proper description, whereas sp3 type atoms
require only multiplicity one and three. For all torsions in each reference system,
not predened by the benzene parameters, multiplicities of one, two and three
were allowed to be used. For torsions terminated by hydrogen atoms (methyl
rotations) only a term with multiplicity of three is used. This setting was done
manually in a consistent fashion throughout the entire reference system library
(for details, see http://github.com/cmc-rub/supporting_data where all FF param-
eters are listed).

For the coulombic interactions we kept the neutral fragment xed charge
approach of the original MOF-FF scheme together with a representation of the
charge density by a single spherical Gaussian.31 The atomic charges of the phenyl
fragment are taken from the parameterized benzene as in the original MOF-FF
scheme. For the organic side-chain carbon and hydrogen atoms, having only C
and H as neighbors, we use a charge of q(H) ¼ 0.06 e+ for hydrogen atoms, and
q(C) ¼ nH � 0.06 e� for carbon atoms. The remaining charges are derived from
a numeric t to match the electrostatic potential of the global energy optimum,
given the already assigned charge parameters as restraints. This RESP t was
performed using the CMA-ES optimizer and the Horton code.35,36 Charges are
assigned before the tting procedure and kept xed in the subsequent tting
process.
2.4 Force matching

As an alternative to the SSH t, the necessary parameters to describe the exible
side-chains were derived by an MSF t, along the lines originally introduced by
Ercolessi et al.32 The aim is to determine the optimal parameter set P* by
parameterizing the potential in a way that it matches the forces supplied by rst
principles calculations for a large set of different congurations. For this purpose
an objective function L ðPÞ is minimized which measures the difference between
the forces computed by the force eld and those provided by the reference
method by a mean square deviation (MSD). Usually this difference is measured in
Cartesian space. In this work we propose a modied approach, where this is
performed in a redundant internal coordinate (RIC) space dened by the systems
connectivity, analogous to the usual MOF-FF parameterization strategy. First the
Cartesian forces ~F are projected into the forces in redundant internal coordinate

space~Fq using Wilson’s B-matrix (Bij ¼ vqi
vxj

, where qi is an RIC, and xj a Cartesian

coordinate of atom j).

Fq

�! ¼ ðBþÞT ~F ; (1)
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and then the objective function L FM is evaluated as

L FMðPÞ ¼ 1

M

XM
k¼1

XQk

r¼1

wkr

�
Fq;krðPÞ � F ref

q;kr

�2

: (2)

Here M is the number of molecular congurations, Qk is the number of RICs per
conguration k, wkr is the weight of internal coordinate r in conguration k. The
weights are chosen as in the usual SSH t.26 If an RIC, r, dened by its atom types
occurs nr times in the system it gets a weight of wr ¼ nr

�1, but only those RICs in
which at least one variable parameter is present get a non-zero weight wkr. In this
way exactly all those parameters connected to an FF term describing the given RIC
r are included in the set of variable parameters P in a balanced way. This MSF t
setup based on the projection of the force into redundant internal coordinates
enables us to specically tune the terms of the force eld which are responsible
for the dynamics of the exible side-chains while keeping the parameters on the
backbone xed. The objective function L was minimized using the covariance
matrix evolution strategy (CMA-ES).26,35,37 The tting procedure is implemented in
our in-house developed FFgen code.

The optimization of both the SSH t and the MSF was run using the default
population size based on the number of parameters, which for example is 15 for
a 51 dimensional t as for the phenyl ethyl ether. An initial sampling aspect ratio
of 1.0 and an initial sigma of 0.1 was used for all ts. Each t was run for 5000
generations, where the optimization was visually conrmed to have reached
convergence in all cases.
2.5 Validation for butane

In order to assess the limitations of the SSH t we rst compared the FFs resulting
from the two approaches for the smallest reference system butane. First, from the
Hessian of the optimized all trans conguration the conventional SSH t was
performed. In a second step, forces were taken from 2000 random structures
sampled from the 500 K BOMD simulation, and an MSF t was performed. In
order to test the quality of the two obtained force elds, the energy differences
DEi ¼ Ei(DFT) � Ei(FF) between the DFT reference and the respective FF for 2000
random structures sampled from the BOMD trajectories at 400 K, 500 K and 800 K
are shown as histograms in Fig. 3a. The energies were referenced to the minimum
energy structure in the BOMD simulation (Table 1).

Whereas the MSF tted FF results in narrow error distributions, the SSH tted
force eld shows a much broader distribution with a second peak at around �
0.35 kcal per mol per atom and an error at least twice as large as for the MSF tted
FF. Noteworthy at the lowest temperature of 400 K is that the error distribution of
the SSH t FF still peaks close to zero, but at higher temperatures the number of
structures with signicant errors increases substantially. This is due to the fact
that, at higher temperatures the regions of the potential energy surface further
away from the all trans structure, considered in the SSH t, become more and
more populated.

In order to further quantify the deviations at conformations further away from
the SSH reference structure we performed a series of optimizations of the butane
molecule with a constrained central C–C–C–C torsion between zero and 180 degrees
in steps of 5 degrees. A comparison of the resulting energies is shown in Fig. 3b.
ART � D0FD00017E
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Table 1 RMSD of the energy differences between the BOMD snapshots at a given
temperature comparing DFT with the MSF fitted and SSH fitted FFs

Temperature 400 K 500 K 800 K
RMSD (DEMSF) [kcal per mol per atom] 0.0745 0.0828 0.1124
RMSD (DESSH) [kcal per mol per atom] 0.1710 0.2215 0.3572

Fig. 3 (a) Errors made by the MSF and SSH fitted force fields with respect to 2000 random
structures of each BOMD simulation of butane at 400 K, 500 K and 800 K. (b) C–C–C–C
torsion profile of the reference system butane. The DFT energy is shown in blue, the SSH
and MSF fitted FF energies are shown in orange and green, respectively.
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The MSF t FF energy prole matches well with the DFT reference results, with
only a slight discrepancy in the gauche conformation region, which is slightly
over-stabilized by the force eld. In contrast, the SSH tted force eld deviates
notably from the DFT reference. With such a force eld, alkyl chains would not be
able to enter the gauche conformation in any real-world application run of an fu-
MOF featuring longer alkyl chains.
2.6 Validation for the fu-MOF reference systems

For the phenyl-ether molecules (see Fig. 2), which served as the reference system
for the fu-MOF linkers, a similar comparison between SSH and MSF t were
performed as for the simple butane. Again, the SSH t was done for the all trans
conguration, whereas structures sampled from a consecutive BOMD trajectory at
500 K using 2000 random structures off of a 50 ps trajectory served as the input for
the MSF t. In Fig. 4a and b, the distribution of errors of the respective FFs are
compared to the energies of the DFT reference structures from the BOMD as
a histogram for the case of the shortest and the longest side-chain (a complete set
of gures for all systems is given in the ESI†).

For both systems the MSF t the error peaks nicely around zero with a similar
standard deviation for the short and the long chain, indicating that the remaining
error most likely stems from the limitations in the potential energy expression of
the FF to represent the DFT PES. In contrast, as already observed for butane, the
SSH t deviates systematically giving too high energies. As the side-chain gets
longer, the SSH tted FF gets worse.

As a further test of the two parameterization methods, we compared the
torsion scans for the different dihedral angles of the reference systems. For all the
parameterized systems, the Cph–Cph–O–C torsion energy prole (see structure in
ART � D0FD00017E
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Fig. 4 Errors made by the SSH and MSF fitted force fields with respect to 2000 randomly
selected structures of each BOMD simulation, (a) and (b); and selected torsion profiles of
the phenyl methoxyethyl ether reference system comparing the two FFs with the DFT
reference, (c) and (d).
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Fig. 4c) is reproduced very well by the MSF tted FF. Note, however, that the DFT
energy prole does not follow a cosine curve as implied by the FF torsion energy
term. As a consequence, the FF can never reproduce both curvature and energy
barrier at the same time, which is the reason for the failure of the SSH t to
reproduce the barriers. Interestingly, also the SSH t captures this particular
torsion #1 qualitatively correctly, and is the best compared to the other torsions,
which is due to the fact that this torsion possesses only a single barrier for
a rotation between 0 and 180� (Fig. 4c). However, the FF from the SSH ts are off
in this barrier by a factor of up to three, sometimes overestimating (phenyl
methoxyethyl ether), sometimes underestimating (phenyl butyl ether) this barrier
(see Fig. 4c and the ESI†).

As shown in Fig. 4d, for the example of the outer ether bond rotation C–C–O–C
of the phenyl methoxyethyl ether reference system, the MSF tted FFs overall
show only small deviations in the respective torsion proles, with errors in the
barrier and in the relative energies of less than 1 kcal mol�1. In contrast to that,
the SSH tted FF performs unsatisfactorily for all the other torsional degrees of
freedom for all the investigated reference systems, where both barriers and
relative energies are sometimes even qualitatively wrong.
ART � D0FD00017E
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A complete overview of the torsion proles for all reference systems for SSH
and MSF are given in the ESI.† The entire set of parameters is publicly available at
http://www.github.com/cmc-rub/supporting_data/ under the index 86.
2.7 Validation for periodic fu-MOFs

In order to validate the newly derived force eld for the periodic fu-MOF target
structures as well, periodic DFT optimizations (including lattice parameters) were
carried out for selected congurations of cp and np forms using the cp2k
program, starting from the MOF-FF optimized structures. This enables us to
compare both lattice parameters and energy differences. In addition, a compar-
ison to the available experimental data can be performed, mainly provided in ref.
4 and 29. A detailed overview of the data is given in the ESI (see Table S2†),
whereas herein only the main aspects are briey discussed. It needs to be pointed
out that vdW parameters have not been retted but taken from the MM3 force
eld. In contrast to the previous validation steps, depending on the chosen
conguration, deviations due to the accuracy of the non-bonded parameters can
be quite substantial, making a comparison at this level of the periodic fu-MOF
rather difficult.

Overall, the comparison of the cell parameters to experimental data is prom-
ising, because all the trends like the a/b cell parameter aspect ratio and deviations
of a single angle from 90� are reproduced by the force eld. A comparison to the
DFT computed cell parameters shows that the op form is well reproduced,
whereas the cp form has a slightly larger volume and lower density in the force
eld calculation. This indicates non-bonded interactions in MOF-FF that are too
repulsive, and possibly also deviations due to the simplistic xed charge model.
Due to the different volumes of the cp forms, the relative op–cp energies can not
readily be used for validation. In addition, they depend on the side-chain
conguration and no clear trends for the op–cp energies can be observed for
the static periodic DFT optimized structures (see ESI† for details). In order to
compare energetics for different congurations, we compared single point ener-
gies for 100 structures sampled from one of the NV(sa ¼ 0)T trajectories at V ¼
4000 Å3 (1000 Å3 for one pore) for the BME system.With an average relative energy
deviation below 0.046 kcal per mol per atom between DFT and MOF-FF, good
accuracy is observed for a given density (Fig. S7†).
3 Breathing transition in fu-MOFs
3.1 General remarks

In our previous investigation of NCs of the unfunctionalized Zn2(bdc)2(dabco)
parent system, we observed, in contrast to the simulations constrained in PBCs,
a distinct interface between the op and the cp phase moving through the system,
clearly indicating rst order phase transition behavior.27 A similar but static
“phase coexistence” was observed by Rogge et al. for similar MOFs in large PBC
supercells.28 Because of the experimental evidence that fu-MOFs with exible side-
chains behave differently in their breathing and adsorption behavior,1,4,29,30,38 we
performed similar simulations as in ref. 27, for fu-MOFs with side-chains with
different lengths using the MOF-FF parameter set described in the previous
section. Note that the steric bulk and the dispersive interactions of the side-
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chains force the linker phenyl moieties in the system to deviate from the in-plane
arrangement with the neighboring M2O2C plane. Furthermore, the 2,5-func-
tionalization of the linkers phenyl backbone allows for two different rotational
congurations with a relatively high barrier as compared to the rotational degrees
of freedom of the side-chains. Experimentally, there is unfortunately little
evidence about the rotational conformation of the linker backbone: even at very
low temperatures, the phenyl plane, and even more so the side-chains, are
disordered in single crystal diffraction experiments.29 Only for the di-pentoxy-bdc
fu-MOF@ 87 kelvin, is there a crystal structure available where the side-chains are
resolved and the linker orientation is not disordered any more.39

Due to this lack of evidence about the local conformation, the construction of
computational model systems as initial congurations for the simulations poses
a signicant challenge, since the barrier of rotation for the linker backbone is too
high to be observed frequently at ambient temperature simulations in the compu-
tationally permissible time frame of a few tenths of a nanosecond. Thus, we can not
expect the system to nd its free energy minimum by itself, but different areas of the
PES need to be explored. As a result, we rst assume a random orientation of each of
the phenyl linkers and generated an initial set of random structures.

As a starting point we performed simulations in smaller supercells within
PBCs in order to compare with the unfunctionalized parent system as well as to
the NC simulations. For PBC simulations we can exploit the pressure tensor of the
simulation box to trigger phase transitions by ramping up the pressure in an NPT
simulation. By recording the pressure tensor in the (NV(sa ¼ 0)T) simulations
along the phase transition trajectory sampled from the NPT simulations, where
the system undergoes a transition, the hydrostatic pressure can be extracted to
obtain the pV equation of state (EoS) of the given material.40 By integrating p(V),
the Helmholtz free energy DA(V) can be obtained.

Aer the construction and equilibration, the open forms of the NCs with
different linkers are forced to close using steered molecular dynamics (steer-
edMD) simulations to obtain a path from the op to the cp form of the NCs. Along
all trajectories, the volume elements of each single unit cell polyhedron were
calculated by keeping track of the center of mass (COM) positions of all paddle-
wheel units, followed by calculating the volume using a convex hull of the eight
edge points.27
3.2 Simulations in periodic boundary conditions

Fig. 5 shows the computed pV equations of state for six different linkers investi-
gated herein. The data for the unfunctionalized (bdc) MOF was taken from our
recent investigation.27 For DM, DE, DP, the data for one single trajectory is shown
here, whereas for BME and DB, a total of 18 (BME) and eight (DB) trajectories were
averaged to obtain the shown pV curves. The averaging is done because the spread
of individual points p(V) were observed to be very noisy in the region 950–1100 Å3,
given the NV(sa ¼ 0)T simulations started from a single pressure ramp NPT
trajectory.

There are a couple of trends visible in the data shown in Fig. 5: whereas the
position of the op form free energy minimum remains more or less constant for
all the investigated linkers, the cp form increases in volume from DM to DE to DP.
This trend, together with the fact that the cp forms are the free energy (DA)
ART � D0FD00017E
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Fig. 5 (Left) pV profiles of six Zn2(fu-bdc)2(dabco) of six different linkers computed in
a small periodic cell. (Right) Free energy profiles of the respective structures.
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minimum, nicely reproduces the experimental nding that these MOFs in their
dried form feature a narrow pore, and that the volume contraction shrinks with
increasing chain length.4 Also the tendency for the larger CO2 pressure required to
reopen the cp forms found experimentally comparing the DE and DP fu-MOF,
might be caused by the larger free energy difference DDA(cp � op) of DE
compared to the DP fu-MOF based on our simulations.

In BME and DB, the simulation results do not suggest the existence of a cp
form any more, since only a single free energy minimum is obtained by inte-
grating pV. This does not match the experimental observations that a closed pore
form is present upon activation of these materials. However, in the BME-bdc fu-
MOF there is still a shoulder present at a pore volume corresponding to a cp form.
In order to elucidate this discrepancy in the prediction, we took a closer look at
the individual simulations that altogether add up to the average pV and free
energy prole of the BME fu-MOF in the next subsection.

3.2.1 A closeup on the BME-bdc simulations. For the BME-bdc fu-MOF a total
of six different structures with a different rotational orientation of the phenyl
backbone were generated. For each of them, three different initial velocities were
used in the pressure ramp simulations of each of the structures in order to sample
different paths from the op to the cp form given a single initial conguration.
Fig. 6 shows the average pV EoS andDA(V) also shown in Fig. 5 as the dashed black
line. The three curves for each color denote the three different trajectories for
a single initial structure. Interestingly, the results for some different initial
models behave differently qualitatively, but also trajectories given a single initial
model differ substantially.
Fig. 6 Simulation results of six structures of Zn2(BME-bdc)2(dabco) (labeled as #0 to #5),
each sampled three times with different initial velocities. (Left) pV Equation of state. (Right)
Free energy profiles.
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The only conformers consistent with the experimental observation of a cp state
at T ¼ 300 K are structures #0 and #3, all the others feature only a single root in
p(V), which means that the simulation predicts no metastable cp form for these
structures. However, given that the generated models are random with respect to
the linker orientation, the results obtained here are not an exhaustive evaluation
of possible congurations in this simulation cell. The relevant conclusion here is
to note that different linker congurations can give rise to very distinct thermo-
dynamic properties. We are currently working on a scheme to compute the rela-
tive free energy stabilization of such different rotational linker conformations. It
remains then to be determined, as to whether the congurations sampled herein
will occur in real crystallites due to their lower free energy. However, given that
our force eld predictions are correct, we may still conclude that real crystalline
domains are likely to feature preferred orientations with some kind of short/
medium range order in the side-chains, which then govern its thermodynamic
properties, because the average of random congurations does not fully repro-
duce the experiment.
3.3 Nanocrystallite simulations

NCs of size 6 � 6 � 6 were constructed in the op form, again using random initial
linker orientations. Aer a rough optimization to remove overlapping atoms that
are created occasionally during the construction process, all systems were
equilibrated in an NVT simulation at T ¼ 300 K for 100 ps.

From the last snapshots (positions and velocities) of the equilibration, steered
dynamics simulations (steeredMD) were performed using the same collective
variable as in our previous investigation:27 for a n � n � n sized crystallite, the
average of n paddle-wheel centers of mass of two opposing edges of each crys-
tallite were used as the distance collective variable to enforce a gradual phase
transformation from the op to the cp form of the crystallites within 1 ns of
simulation time. Snapshots from the trajectory are shown on top of the scatter
plots of the same pore volume analysis in Fig. 7. Unit cell volumes averaged in the
z direction with respect to the simulation time are shown in Fig. S8.†

Interestingly, the tendency for a layer by layer transformation with an interface
between an op and a cp region, as was initially observed for the non-
functionalized system,27 is also observed for the fu-MOF NCs up to a chain
length of three carbon atoms (DP-bdc). However, only for the DM system with the
smallest chain is a distinct interface with a substantial change of the pore volume
visible. For the DE system, two interfaces form during the enforced closing, with
a second cp phase forming on the other side of the NC. For DP the cp volume is
already much larger and the step in the volume over the interface is again smaller.
Also, we see a second cp phase forming on the other side of the crystallite during
the switching process. In contrast, fu-MOFs with the DB-bdc and BME-bdc linkers
do not show a distinct layer-wise switch to a cp form. Instead, the entire NC
converts more or less at once, with only a small tendency for certain layers, either
in x or in y, to be in a narrower state as compared to its surroundings (see also
Fig. S8†). This can be seen in Fig. 7, where the DB and BME systems at elevated
compression levels (columns 4 and 5) feature layers which are noticeably different
in V as compared to the neighboring layers. However, some remnants of the
tendency to close layer-wise are also preserved for these systems with the longest
ART � D0FD00017E
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Fig. 7 Snapshots along the steeredMD trajectories overlayed on the volume analysis of
the respective frame. The distance printed above is the target restraint distance
(normalized per pore in brackets).
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chain lengths. If one considers the volume trajectories of the DB and BME system
around t¼ 0.5 ns (Fig. S8†), one can see an increase in the spread of the individual
V curves as compared to the initial steps of the simulation. This has already been
observed in the periodic simulations, where the pV equation of state computed for
different structures, shows the largest differences in this particular unit cell
volume region.

Overall, a exible side-chain at the linker reduces the propensity to form
a distinct interface between a cp and op phase with increasing length. Due to the
increasing pore space used by the side-chains, the difference in volume between
cp and op is not so large any more. It also needs to be noted, that the free energy
barriers in the PBC simulations are smaller than for the unfunctionalized MOF
(see Fig. 5), allowing for an easier transformation for the fu-MOFs. The observed
tendencies can be interpreted as easier and easier “ipping” of each pore from the
op to the cp state, making the interface more diffuse and broad. It should,
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14 | Faraday Discuss., 2020, xx, 1–17 This journal is © The Royal Society of Chemistry 2020



Paper Faraday Discussions

1

5

10

15

20

25

30

35

40

45

50
however, be noted that the 6 � 6 � 6 NC is still rather small, and for larger NCs
one might still observe a moving interface also for the longer chain linkers. Our
fu-MOFs mimic to some extent a guest molecule loaded system and indeed, also
Rogge et al. observed more smooth phase transformation for a guest molecule
loaded system in their PBC calculations with large supercells.28 In addition to
that, it also needs to be kept in mind that we observed a pronounced inuence of
the rotational orientation of the linkers (see Section 3.2.1 for BME) on the systems
behavior. For the numerically demanding NC simulations we have currently
focused on a single random oriented system.

4 Conclusion

We have successfully extended our investigations on the breathing trans-
formation of PL-MOFs to fu-MOFs with exible side-chains of varying length. In
order to describe these specic MOFs with the numerical efficiency of a force eld
together with sufficient accuracy, it was necessary to extend our conventional
MOF-FF global parameter tting methodology, which is based on a single struc-
ture and Hessian (SSH) t, by force matching using a multiple structures (MSF)
approach in redundant internal coordinates. This was necessary for reference
systems with multiple low energy conformations since the SSH t was shown to
perform poorly for all conformers it was not explicitly tted for. The MSF t
requires only a relatively short BOMD simulation of small reference systems, and
provides an accurate representation of the PES.

The resulting MOF-FF force eld was then applied to investigate the differ-
ences in the breathing phase transition of the entire series of fu-MOFs in both
small PBC simulations and aperiodic NC simulations. In the PBC simulations, for
the shorter side-chains, the computed free energy proles correctly predict the cp
phase as the global free energy minimum. Several trends like the shi towards
larger volumes of the cp phase with longer linkers are correctly reproduced. For
the longer side-chains however, a problem arises: due to the strong sensitivity of
the simulated pV EoS on the initial linker rotational orientations, different initial
congurations resulted in qualitatively different relative free energies, with some
structures showing a stable cp form and others not. An averaging of multiple
random conformers was found not to be sufficient to predict the experimentally
observed cp forms for these fu-MOFs. This leads to the conclusion that there is an
energetically preferred orientation dominating in real systems even at room
temperature. Such preferred orientations have been observed in single crystal
diffraction experiments for even longer side-chains and at low temperatures (87
kelvin).39 We are now working on a scheme to predict such preferred orientations
by molecular dynamics simulations.

Finally, steeredMD simulations were performed for each linker for 6 � 6 � 6
sized NCs, enforcing an op to cp transformation. As in the parent Zn2(bdc)2(-
dabco) system, the smaller side-chains exhibit phase coexistence during the
compression, with a layer-wise mechanism, however, with a much less clear
interface between the phases. For the longer side-chains, no clear phase coexis-
tence or interface can be observed and the compression – at least for the still
small NCs – appears to be concerted including all pores at once. A similar
tendency has been reported for guest molecule loaded systems, and we conclude
that exible side-chain linkers behave similarly to loaded guest molecules and
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hamper phase coexistence, or make the phase interface more diffuse. To further
unravel the atomistic mechanism of breathing phase transformation it will be
necessary to study even larger NCs, but also to determine such preferential
rotational linker orientations by computing their relative free energies. Despite
these limitations our molecular dynamics simulations using an accurate force
eld allows us to study these complex cooperative phenomena on a molecular
scale with unprecedented accuracy and resolution.
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and G. Férey, Chem.–Eur. J., 2004, 10, 1373–1382.

7 S. Krause, V. Bon, I. Senkovska, U. Stoeck, D. Wallacher, D. M. Többens,
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