Robust analysis of variance (including example)

Using this method of acquiring duplicate measurements results in a table of measured concentrations, such as those in Fig 3. This shows duplicated measurements from a land area that had potentially been affected by  radioactive contamination, with the  balanced design (left) and the unbalanced design (right). 
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Fig 3 Examples of data generated by the duplicate method using the balanced design (left) and the unbalanced design (right). The highlighted row shows measurements with a high level of sampling variance compared with the remainder of the dataset. These data have been drawn from AMC Technical Brief Number ??8. 


These datasets could be processed using classical ANOVA, provided by Excel and other software packages, and the components of the total variance that arise from differences between the measured values made from Sample 1 and Sample 2 used to estimate the random component of uncertainty in the measurements that results from the sampling protocol used. In a similar way, the variances that arise from differences between the measured values made from Analysis 1 and Analysis 2 could be used to estimate the random component of uncertainty due to the analytical procedure. In real data however, a small proportion of outlying measurements (i.e. less than 10%) are often found to exist1. The highlighted row in Fig 3 shows an example where the sampling variance appears high compared to the rest of the population. These outlying values can seriously distort the variances estimated by classical ANOVA. Using such estimates could result in a serious error in subsequent decision making. One way of dealing with this would be to remove outlying values from the datasets, either by judgment or by using statistical significant tests. Such an approach would, however, lead to an underestimation of the variance that is characteristic of the analytical method1. An alternative method is to use robust statistics in the ANOVA calculation. This uses an iterative approach to accommodate rather than reject outlying values, while down-weighting their overall impact on the final result. The RANOVA program allows robust ANOVA  to be performed on both balanced and unbalanced designs.

The output from classical and robust ANOVA for the dataset in Fig 3 is summarised in Table 4. Using robust ANOVA has reduced the random component of sampling uncertainty (2s) from > 110% (estimated by classical ANOVA) to 40%, which can be considered to be more representative of the typical differences between duplicated samples in the underlying population. 
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Table 1 Results of running classical and robust ANOVA on the datasets shown in Fig 3. 

More examples and details of the robust ANOVA calculations can be found in Rostron et al (2012)4, AMC (2001)5, AMC (1987a)6 and AMC (1987b)7 See References.
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