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I. INTRODUCTION

In the main article it was demonstrated how an in-depth quantum-mechanical treatment of vibrational cooling
explains the pump–probe signal of β-carotene. Previous studies, relying on Global Target Analysis (GTA), explained
qualitatively similar experimental findings by invoking S∗ as another electronic state besides S1. In this Electronic
Supporting Information we give in detail the modeling approach used in the main article (Section II), the fitting
procedure and the obtained static model parameters (Section III), and discuss the principles of GTA in contrast to
the quantum-mechanical modeling (Section IV). The purpose of the latter discussion is not to compare the quality of
different target models for carotenoids, as done in several previous studies1,2. Rather we show: i) how GTA-results on
carotenoids lend themselves to misinterpretation in the presence of rapidly changing and heavily overlapping spectral
components of the underlying pump–probe signal, and ii) how GTA highlights the successes and shortcomings of the
vibrational cooling model. Lastly, the details of quantum chemical calculations are given in Section V.

II. OFF-DIAGONAL FLUCTUATION MODEL

To describe the processes of internal conversion and vibrational cooling in a unified manner, we take the following
Hamiltonian of two electronic states, |1〉 and |2〉 (|S1〉 and |S2〉 in the main article), coupled to two harmonic oscillators,
α and β, via mutually shifted potential energy surfaces:
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Here, qi denotes the coordinate of the i-th vibrational mode. The modes are coupled with strength cκ to an infinite
set of harmonic oscillators of the bath with coordinates xκ and momenta pκ. To make the model simpler the coupling
strength is identical for both modes. This coupling, characterized by spectral density C ′′c (ω) ∝

∑
κ c

2
κδ(ω−ωκ), leads

to the vibrational relaxation within the system. The off-diagonal elements of the electronic subspace (the second term
in the second line) are coupled to the oscillators of the bath with coupling strength fκ. The coupling, characterized
by the spectral density C ′′f (ω) ∝

∑
κ f

2
κδ(ω − ωκ), induces the internal conversion dynamics.
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Quantizing the vibrational modes associated with the system we define the states |abi〉 = |ai〉|bi〉, where indices
a/b indicate the number of quanta of the α/β mode in the i-th electronic state, with energies εα/εβ . We re-cast the
Hamiltonian, Eq. (2), into the following form:

H =
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The equations of motion for the populations of states |abi〉 are derived from the quantum Liouville equation in as
described in Ref.3. Essentially, they are of the second order with respect to the system–bath coupling and involve the
secular and Markov approximations. The equations are of the following form:
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where the first term describes the internal conversion dynamics and the second one describes the vibrational relaxation.
The terms explicitly read:
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Here, we have defined two kinds of rate constants — those between the vibrational levels of different electronic states,
kf , and those between the neighboring vibrational levels of the same electronic state only, kc. The latter are explicitly
shown as downhill rates corresponding to the energy gap ε, kc(ε), or the complementary uphill rates k′c(ε). These
rates are obtained from the Fourier transform of the bath correlation function3, which is related to the corresponding
spectral density C ′′c/f (ε) as

Cc/f (ε) = C ′′c/f (ε)

(
coth(

βε

2
) + 1

)
, (7)

where β = (kBT )−1 is the inverse temperature. The downhill rate is then kc(ε) = Cc(|ε|) and the uphill rate is
k′c(ε) = Cc(−|ε|). To give the rates kf , we first define the energy gap ∆ab,a′b′ = ω(21) + εα(a2 − a′1) + εβ(b2 − b′1).

We then have the rates as kfab,a′b′ = Cf (∆ab,a′b′) and k′fab,a′b′ = Cf (−∆ab,a′b′).
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In order to describe the dynamics within the carotenoid S1 and S2 states, which are represented by the states |1〉
and |2〉, we need to take into account the optical pumping of the system and the non-radiative decay of the S1 state.
To this end we append the following source and sink phenomenological terms to the equations of motion:

(
d

dt
n002

)
pump

= p(t,∆t), (8)

(
d

dt
nab1

)
decay

= −ρab1Γ−1, (9)

where, p(t) is the Gaussian or hyperbolic secant square function (∆t is the FWHM duration), and Γ is the empirical
time scale of the non-radiative S1 → S0 decay.

III. FITTING PROCEDURE AND STATIC PARAMETERS

The starting point for fitting the transient absorption (TA) spectra is the determination of the static model param-
eters. The static parameters govern the spectral shapes, as discussed in the main text. Firstly, we fit the absorption
spectra using a simplex search method4. Secondly, using the absorption contour we subtract the ground state bleaching
(GSB) contribution from the TA spectra at late times (T > 1 ps) in the effort to separate the excited state absorption
(ESA) contribution. Once we have the ESA contour we repeat the numerical fitting. The static parameters for both
molecules determined by this procedure are given in Table S1.

Table S1. Static parameters of the transitions.

carotenoid β-carotene

parameter S0 → S2 S1 → Sn S0 → S2 S1 → Sn

ωX (cm−1) 19500 16800 19880 17350

∆ωX (cm−1) 630 940 600? 800

dα 0.83 0.33 0.9 0.27

dβ 0.83 0.15 0.64 0.27
?all the profile functions are Lorentzians, except for the linear absorption of β-carotene, which was best described by a
Gaussian function

We then continue by fitting the dynamical parameters. One group of these parameters is responsible for the internal

conversion process: ω(21), d
(21)
ab , γ, λf . As an initial guess, we took from the literature the approximate values for the

energy gap5 and the displacements6. The internal conversion rates are then calculated to adjust λ and γ. We obtain
the final values of the set by evaluating the time at which ESA is peaking. A note is due here that the set is not uniqly
determined by the TA experiment and certain variation in these parameters might yield the same rate, therefore more
precise values of the parameters should be determined by complementary experiments, such as by Polivka et al.6.
Still, the obtained parameters are within a reasonable range and the corresponding rate is stable under their slight
variation. Lastly, λc which governs the rate of vibrational relaxation is determined by matching the rise time of ESA.

IV. GLOBAL TARGET ANALYSIS

The GTA of transient absorption spectra of the carotenoid (which as defined in the main text refers to 7′-apo-7′-
(4-aminophenyl)-β-carotene) and β-carotene are based on the approach described by van Stokkum et al.7. Assuming
principal separability, a noise free time-resolved spectrum Ψ(t, λ), is defined as a superposition of ncomp different
components:

Ψ(t, λ) =

ncomp∑
l=1

cl(t)εl(λ),

where cl(t) is the concentration and εl(λ) is the spectrum of the component l. According to van Stokkum et al.,
without prior knowledge of a system, the first step is to fit the experimental data as a sum of exponential decays
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FIG. S1. Two simple kinetic models: (a) parallel and (b) sequential model.

FIG. S2. (a) Concentration profile of 3-state (circle) and 4-state (dashed line) sequential models fitted to β-carotene simulated
data. (b) The corresponding EAS.

adding additional time constants until the data is well described in terms of a nonlinear least square analysis. This
can be considered by inspecting the simplest example of a parallel model with equal starting population in each
component (Fig. S1(a)), the results of which are referred to as the decay associated spectra (DAS). The next simplest
analysis employes a sequential model (Fig. S1(b)). The resultant outputs are referred to as the evolution associated
spectra (EAS). We note that when the data is well described by both forms of analysis, the retrieved number of decays
and different decay times should compare well. Significant deviation between these values indicates over-fitting of the
data. It is then tempting to apply prior (and often biased) knowledge of the underlying structure of the population
network in a targeted analysis (GTA) to retrieve so called state associated spectra (SAS).

In this work, we apply a simple sequential model (1 −→ 2 −→ ... −→ ncomp), convoluted with a Gaussian profile
that describes the duration of the instrument response function, to analyze both experimental and modeled data.
Our intent is to highlight the subtle differences between the two sets of data, which would be difficult to discuss on
the basis of comparing just the simple kinetic traces (Fig. 4 of the main text). Note, here the term GTA is used in
its most general form.

Figure S2 compares EAS for β-carotene simulated data, using a sequential model with 3 or 4 decays, respectively.
Results for the simulated carotenoid data are not shown. For the 3-state model, we obtained three EAS with
respective lifetimes of 132 fs, 355 fs, and 10 ps. As discussed in the main text, these components in combination with
the determined lifetimes can be associated with the previously assigned S2, hot-S1 and S1 states, respectively. This
means that GTA, applied to simulated pump–probe data from our vibrational cooling model, reproduces the spectral
signatures known from the experiment. When testing a 4-sate sequential model, we obtain three species with nearly
identical features as compared to the 3-state model, i.e., S2, hot-S1 and S1. The fourth component (brown dashed
line in Fig. S2(b)), however, does not describe a long-lived S∗-like feature. Instead, the GTA algorithm delivers an
additional short-lived species which appears to be the average between the first and the second species of the 3-state
model. In the previous studies of carotenoids, such short-lived components were interpreted as additional intermediate
states such as Sx

5,8. This supports the above assertion that GTA is susceptible to over-fitting and furthermore, it
is a typical example of GTA’s inability to correctly describe the fast time-dependent spectral changes, such as those
resulting from vibrational cooling9.

In order to make a detailed comparison between the experimental and simulated results, both are analyzed using
the sequential model described above. However, the simulated data are fit using only three states (for the reasons
described above), while the experimental data require a minimum of four states for an adequate fit (Fig. S3). The
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FIG. S3. Results for a 3-state sequential fit to β-carotene simulated data (circles) and a 4-state fit to experimental data (dashed
lines). (a) Fitted concentration profiles. (b) The retrieved EAS.

population time / ps

c
 /
 n

o
rm

.
I

(a)

(b)

exp. 6.2 ps

exp. 322 fs

exp. 92 fs

exp. 9.8 ps

sim. 133 fs

sim. 365 fs

sim. 7.4 ps

FIG. S4. Results for a 3-state sequential fit to the carotenoid simulated data (circles) and a 4-state fit to experimental data
(dashed line). (a) Fitted concentration profiles. (b) The retrieved EAS.

first three species obtained for the experimental data are in good agreement with those obtained for the simulated
data with lifetimes of 103 fs, 340 fs and 8.1 ps c.p.t. 132 fs, 355 fs, and 10 ps, respectively. The spectral shape and
lifetime of these three states allow their ascription to species as follows: S2 (red dashed line), hot-S1 (green dashed
line) and S1 (blue dashed line). Simulation and experiment differ upon addition of a fourth state to the sequential
model. Instead of adding an intermediate state between S2 and hot-S1, as shown for simulated data in Fig. S2, a
4-state model applied to experimental data delivers a long-lived component (8.1 ps, brown solid line in Fig. S3). This
long lifetime in addition to the peak in the absorption at 18800 cm−1, blue-shifted compared to the S1-maximum, give
this feature the properties of the S∗ state. We note that the experimental results for β-carotene are also reproduced
by a 3-state model. The point of the above discussion is to highlight that GTA gives different results for experiment
and simulation, despite their generally good agreement when comparing traces at specific detection frequencies, as
shown in Figure 4 of the main text. This highlights that GTA is a sensitive tool for model testing.

Equivalently to the treatment of β-carotene in Fig. S3, Fig. S4 compares simulated and experimental GTA results for
the carotenoid. For the experimental data, we again obtain four different species, where the two long-lived components
(green and brown solid lines) exhibit different lifetimes of 6.2 ps and 9.8 ps, respectively. For the carotenoid, the χ2

values at the convergence (Table S2), confirm that three independent components are not enough to describe the
experimental data.

Table S2. χ2 values at the convergence of fitting procedure.

β-carotene carotenoid

data exp. sim. exp. sim.

#decays 3 4 3 4 3 4 3 4

χ2 0.21 0.17 12.74 12.45 0.06 0.03 106.9 132.9

As was the case for β-carotene discussed in Fig. S3, the simulated data for the carotenoid do not support a
component with a lifetime that is significantly longer than the lifetime of S1, which was set phenomenologically to
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FIG. S5. The dependence of the relative electronic ground state B3LYP/def2-SV(P) energies on the torsional angles Θ1 and
Θ2. The up triangles and crosses stand for the torsion of β-ionylidene moiety (bonds Nos. 1 and 7) and the squares mark
torsion along the dihedral angle of phenyl-ring (bonds Nos. 1´ and 7´) in the carotenoid. The light-red line stands for the
gas-phase calculations and the light-red line denotes calculations in the indicated solvent.

7.4 ps in the simulation. Therefore, GTA confirms that the vibrational structure of the ESA signal arising from the
vibrational cooling model alone is not enough to explain S∗-related features in carotenoids with longer chain-length
or for carotenoids where the conjugated π-electron system extends to the endgroups as discussed in this work. In
such cases, the inhomogeneous ground state model provides a likely physical basis for all experimental findings, as
discussed in the main text.

V. DETAILS ON QUANTUM CHEMICAL CALCULATIONS

The electronic ground state geometries of the studied molecules were optimized using the Density Functional
Theory (DFT) employing Becke’s three parameter hybrid functional and the Lee, Yang and Parr correlation functional
(B3LYP)10. On the basis of B3LYP geometries, the single point Multireference Configuration Interaction (MRCI)
calculations using the resolution of the identity (RI) approximation were performed for the selected CASSCF electron
space (6 electrons and 7 molecular orbitals). All quantum chemical calculations were done using the ORCA program
package11 and the basis set def2-SV(P) was used12. Solvent effects were incorporated using the SMD solvation model13.
The calculated molecules were visualized using the Molekel program package14. To investigate the inhomogeneous
ground state model for the carotenoid and β-carotene, we performed quantum chemical calculations with the aim of
identifying close-lying, thermally populated ground state conformers. The potential energy surface for rotation of the
β-ionyliden endgroups in both molecules showed three possible conformations A, B, and C as indicated in Figure 6
of the main manuscript and in Fig. S5 below.

The inclusion of solvent effects, depicted by triangle symbols in Fig. S5, slightly modifies the barrier heights as well
as the energies of local minima. During these calculations, the dihedral angle Θ1 between the plane of the double
bonds (bonds 1–7–8, see Fig. S5a) and the β-ionyliden-ring was rotated, while the geometry of the rest of the molecule
was optimized. The relative energies for gasphase calculations with respect to the global minimum are depicted by
cross-symbols in Fig. S5a and b, for the carotenoid and β-carotene respectively. The minima A, B, and C and their
relation to S1 and S∗ are discussed in the main text. The potential for rotation of the phenyl endgroup, present in the
carotenoid, is shown as the blue curve with square symbols in Fig. S5a. In this case, the torsional potential is more
symmetric with only two minima, which is explained by the absence hindering methyl-groups on the phenyl-ring. The
global minimum at 0° (A conformation) and the local minimum near 180° (A’ conformation) are closer in energy than
the two lowest lying minima for the rotation of the β-ionyliden fragment as shown in Table S3.

The main difference between conformers A and A’ lies in the orientation of the –N(CH3)CO-CH3 group in the para
position of benzene ring. In Table S3, this orientation is quantified by dihedral angle Θ3 between bonds 1 and 2”.
Figure S6 shows the molecular structure and the electron densities of the global minimum, conformer A in Fig. S5, of
the carotenoid (Fig. S6a) and β-carotene (Fig. S6b).
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Table S3. Gas-phase dihedral angles and electronic B3LYP/def2-SV(P) energies for the conformations
indicated in Fig. S5.

Conformation Θ1 / deg. Θ2 / deg. Θ3 / deg. EB3LPY / Hartree

A 46 1 151 –1683.678601

B 169 0 264 –1683.676668

C 313 0 62 –1683.677901

A’ 45 180 295 –1683.678513

FIG. S6. B3LYP/def2-SV(P) ground state electron densities of the global minimum energy sturcture (conformer A) for a) the
carotenoid and b) β-carotene. The densities are plotted for the isosurface 0.27 atomic units.

For the carotenoid depicted in Fig. S6a, the electron conjugation clearly extends towards the phenyl-ring, which
explains the high barrier between the respective rotational conformers depicted in blue in Fig. S5a.
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