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A. Charge storage mechanism related to “ion counting”

The following scheme (Fig. S1) emphasizes the possible scenarios of cation/anion concentration 

changes enabling charge balance with the electrode. A similar figure has already been shown by 

Griffin et al.1 

Fig. S1 Possible mechanisms how ions can compensate the electrode charge within a micropore a) and on a large scale b). 

Panel a) shows i) co-ion expulsion, ii) counter-ion adsorption, and iii) ion swapping (ion exchange). The different 

mechanisms could also lead to a different pore swelling as indicated. However, pore swelling will not be discussed here 

further. b) The electrode is built up by interconnected activated carbon particles with a size in the µm range. While the 

surface area of macropores is negligibly small as compared to the surface area of micropores, the volume of micropores and 

macropores is comparable. While ions are exchanged upon applying a voltage the bulk electrolyte concentration of both ion 

species remains constant. Note that the double-layer at the outer surface of the carbon particles (interparticulate pores) is not 

sketched, since its influence on both the electrochemical and the SAXS signal is negligible (mainly due to the small 

interparticulate surface area). 



Energy and Environmental Science

Electronic Supplementary Information 3

B. Porosity analysis of the carbon electrode

Fig. S2 N2 sorption isotherm (a) and calculated pore size distribution pattern (b) of activated carbon powders and 

electrodes. STP: standard temperature and pressure.

Nitrogen gas sorption measurements of the activated carbons (AC) used for the experiments were 

carried out at -196 °C with an Autosorb iQ system (Quantachrome). The samples were outgassed at 

150 °C for 10 h at ca. 100 Pa to remove adsorbed water. Nitrogen gas sorption was performed in the 

relative pressure range from 10-7 to 1.0 in 68 steps. The specific surface area (SSA) was calculated 

with the ASiQwin-software using the Brunauer-Emmett-Teller (BET) equation2 in the linear relative 

pressure range 0.01-0.2. We also calculated the SSA and pore size distribution (PSD) via quenched-

solid density functional theory (QSDFT) with a hybrid model for slit and cylindrical pores and pore 

size between 0.56 and 37.5 nm.3, 4 The hybrid model yielded a better fit compared to a simple slit-

shaped pore model. Values for the total pore volume correspond to p/p0=0.95. The results are 

summarized in Table S1. The process of electrode fabrication (i.e., powder compaction and addition 

of polymer binder) reduces slightly the pore volume and the SSA.

Table S1 Results of the gas sorption analysis of the activated carbon (AC) powder and electrode.

Specific surface area (m2/g)

BET DFT
Pore volume (cm3/g)

Volume-weighted average 

pore size d50 (nm)

Powder 2135 1641 1.02 1.3

Electrode 2104 1672 0.99 1.3
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C. Transmission concentration calculation

Eqs. 1 & 2 in the main paper were used to calculate the concentration of cations and anions as a 

function of the applied cell voltage. Here, we describe in more detail how these calculations were 

performed. Since the working electrode (WE) volume is significantly lower than the one of the counter 

electrode (CE), the current measured by the potentiostat is determined by the accumulated/depleted 

charge per time unit of the WE only. Integrating the current signal over time gives the electrosorbed 

charge at the WE surface. Additionally, the charge is normalized by the electrolyte (pore) volume 

which was estimated from the transmission value at 0 V as follows. The transmission values were 

determined for the empty (not soaked) and the electrolyte filled carbon electrode at ambient conditions 

(around 30% relative humidity). The carbon contribution in Eq. 1 (main paper) is known from the 

measurement of the non-soaked carbon electrode. Assuming an initial ion concentration of 1 M within 

the entire electrolyte (pore-) volume at 0 V,  in Eq. 1 (main paper) can be determined separately, 𝑑𝑒𝑙

and hence, the electrolyte volume can be calculated. This value may be slightly larger than the actual 

pore volume since a small electrolyte film might be present also on the outer surface of the electrode. 

Further errors for the electrolyte volume estimate may occur due to the presence of water within the 

micropores of the non-soaked carbon at ambient pressure. We account for this error by the error bar 

evaluation described in the paragraph below. However, the calculated concentration changes (Fig. S3) 

correspond to changes within the entire (global) irradiated electrolyte volume, including electrolyte 

within all pore size regimes. 

The estimated electrolyte volumes within the entire working electrode (300 µm thickness, 11 mm 

diameter) are shown for all three samples in Table S2. The differences in the electrolyte volume of 

these nominally identical samples might be attributed to a different thickness in a thin electrolyte film 

wetting the outer electrode surface.

Table S2. Electrolyte volumes within the investigated working electrode (WE) determined for all three samples.

CsCl KCl NaCl

Electrolyte volume [cm3] 0.027 0.028 0.023

In Fig. 3 (main paper) all concentration changes are presented in one single plot for comparison, and 

for the sake of clarity, neither error bars nor the total ion concentrations are shown. In Fig. S3a-c, the 

cation (red) and anion (green) concentration changes are given as a function of the applied charge. 

Each cation/anion concentration value in Fig. S3 has been calculated several times using input 

parameters (Eqs. 1&2 in the main paper) varied according to a Gaussian distribution with a reasonably 

estimated standard deviation. The standard deviations of the resulting cation/anion concentration 

distribution are shown as error bars in Fig. S3; the mean value being the cation/anion concentration. 

The total ion concentration (sum of cation- and anion concentration) are shown as black data points. 
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As can be seen, at larger charges the total ion concentration slightly increases; we interpret this as the 

onset of counter-ion adsorption predominance. However, this effect is rather small as compared to 

previous eQCMB studies, confirming ion swapping being the major charge compensating mechanism 

in the present work.5

Fig. S3 Cation (green) and anion (red) concentration as a function of applied charge of the a) CsCl, b) KCl, and c) NaCl 

samples are given as a function of the applied normalized charge. In black the total ion concentration change (cation + anion 

concentration change) is indicated.

It is generally accepted that ion swapping dominates with respect to counter-ion adsorption at 

larger initial ion concentrations within the pores and small applied charges.6 However, it is 

important to note that due to entropic reasons, a significant amount of co-ions will always be 

present within the pores at any applied charge. Hence, the co-ion expulsion is expected to 

saturate at large applied charge or voltage. In all three samples, the onset of such saturation is 

visible.
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D. SAXS and WAXS measurements of carbon soaked in electrolyte

In general, the scattering intensity I(Q) corresponds to the Fourier transform of the square of the 

electron density and can be simplified to Eq. S1, in the case of a 2-phase system consisting of a 

(carbon) matrix and pores in the small-angle scattering SAXS regime.7, 8 

(S1)
𝐼𝑆𝐴𝑋𝑆(𝑄⃑) ∝   𝜑(1 ‒ 𝜑) ∗ (𝜌𝑚𝑎𝑡𝑟𝑖𝑥 ‒ 𝜌𝑝𝑜𝑟𝑒)2 ∗ |∫

𝑉

Θ(𝑟⃑) 𝑒 ‒ 𝑖𝑄⃑𝑟⃑𝑑𝑉|2

 is the scattering vector with its modulus for elastic scattering being given by , where 𝑄⃑  𝑄 = 4𝜋sin (𝜃)/𝜆

 is the scattering angle and  the X-ray wavelength.  is the Heaviside step function of the 2𝜃 𝜆 Θ(𝑟⃑)

system,  the distance vector in real space, and V the volume of the sample. Generally, the scattering 𝑟⃑

intensity at high Q-values is related to small features in real space and vice versa. The detailed 

information is hidden in the integral in Eq. S1, which is usually not known analytically for highly 

disordered systems such as activated carbons. Beside this term which contains all structural details, the 

square of the electron density difference  (scattering contrast), together with the ∆𝜌2 = (𝜌𝑚𝑎𝑡𝑟𝑖𝑥 ‒ 𝜌𝑝𝑜𝑟𝑒)2

product of the volume fractions of pores  and carbon , determines the magnitude of the (𝜑) (1 ‒ 𝜑)

scattering intensity. 

In Fig. S4a, the scattering intensity for activated carbon (AC) either in air or when soaked with 1 M 

NaCl is shown at 0 V for a scattering vector length Q from 0.3 to 20 nm-1. In addition to the SAXS 

signal shown in the main paper (Q-range from 0.3-8 nm-1) we include here also the so called wide-

angle X-ray scattering (WAXS) (Q-range from 9.5-20 nm-1) which was measured by an additional 

detector simultaneously with the SAXS signal. 

The WAXS intensity of the AC with 1 M aqueous NaCl includes the carbon structure factor 

(002)-peak (visible for “AC in air”) and the first water structure factor peak around 20 nm-1.9 

Generally, the scattering intensity can be described by the sum of the atomic/molecular structure factor 

and the two-phase model SAXS intensity.8, 10 Moreover, both the electrolyte and the carbon structure 

factor become roughly constant at low Q-values in the SAXS regime (Q < 8 nm-1), as indicated by the 

horizontal dashed lines in Fig. S4a. Besides the water structure factor itself, the electrolyte structure 

factor is assumed to be determined by the diffuse scattering from randomly distributed ions within the 

water matrix (similar to the so-called Laue scattering concept, known from solid solutions)10. Hence, 

the height of the electrolyte structure factor contribution in the SAXS regime depends uniquely on the 

ion concentration as explained in more detail in section E below. In Fig. S4b the SAXS intensity for 

all three electrolytes is shown. Note the difference in intensity in particular at larger Q-values 

(Q > 5nm-1: electrolyte structure factor).
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Fig. S4  a) SAXS and WAXS intensity for the activated carbon in air (grey) and filled with a 1M NaCl electrolyte (blue). 

The thin (grey and blue) lines indicate the power law decay of the SAXS intensity at larger Q-values. The horizontal dashed 

lines (both blue and grey) indicate the constant contribution of the carbon and electrolyte structure factors in the SAXS 

regime. b) SAXS intensity for the AC filled with three different electrolytes: 1 M CsCl, 1M KCl, NaCl. The scattering curves 

were measured at 0 V cell potential within the in-situ cells used for the measurements shown in Fig. 4, main paper.

E. Scattering from a liquid: the electrolyte structure factor

Since the atomic structure of AC is not correlated to the atomic/molecular structure of the liquid 

electrolyte, the two structure factor contributions are additive and can be treated separately. As we 

discuss only relative changes of the SAXS intensity in this work, the constant AC structure factor does 

not need to be taken into account in the following discussion of the electrolyte structure factor.

The scattering cross section (being proportional to the measured intensity) of an aqueous electrolyte 

consisting of cations, anions and water molecules can be expressed by Eq. S2.11, 12

, (S2)

𝑑Σ
𝑑Ω

(𝑄) ∗ 𝑉 = ∑
𝛼

𝛾𝛼𝑓𝛼
2 + ∑

𝛼
∑

𝛽 ≥ 𝛼

(2 ‒ 𝛿𝛼𝛽)𝜙𝛼𝜙𝛽𝑓𝛼𝑓𝛽[𝑆𝛼𝛽 ‒ 1]

 represent the partial structure factors which cover the cross-correlations of species  with species 𝑆𝛼𝛽 𝛼

.  and  are the atomic/molecular formfactors and the number fractions, respectively, and  is the 𝛽 𝑓 𝜙 𝛿𝛼𝛽

Kronecker delta ( ). At small scattering angles the atomic/molecular form 𝛿𝛼𝛽 = 0 𝑓𝑜𝑟 𝛼 ≠ 𝛽; 𝛿𝛼𝛼 = 1

factors can be replaced by the respective electron numbers n. For a random distribution of the ions 

within the solvent, the ion-ion partial structure factors can be set to 1. Although a 1 M solution is not 

dilute, the ratio between the number of water molecule per cation/anion is high enough to make the 

following additional approximations: , , ,  and 𝜙𝐻2𝑂≅1 1 ‒ 𝜙𝑎𝑛≅1 1 ‒ 𝜙𝑐𝑎𝑡≅1 1 ‒ 𝜙𝐻2𝑂≅𝜙𝑐𝑎𝑡 + 𝜙𝑎𝑛

. 𝜙𝑐𝑎𝑡𝜙𝑎𝑛≅0
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With this, Eq. S2 simplifies to Eq. S3:

 

𝑑Σ
𝑑Ω

(𝑄) ∗ 𝑉≅𝜙𝑐𝑎𝑡[(𝑛𝑐𝑎𝑡 ‒ 𝑛𝐻2𝑂)2 + 2𝑛𝑐𝑎𝑡𝑛𝐻2𝑂𝑆𝑐𝑎𝑡𝐻2𝑂]

(S3)
+  𝜙𝑎𝑛[(𝑛𝑎𝑛 ‒ 𝑛𝐻2𝑂)2 + 2𝑛𝑎𝑛𝑛𝐻2𝑂𝑆𝑎𝑛𝐻2𝑂] + 𝑛𝐻2𝑂

2𝑆𝐻2𝑂𝐻2𝑂

The last term corresponds to the water structure factor. The first two terms depend on the cation and 

anion concentrations respectively. Changes of the water-water correlation ( ) and water-ion 𝑆𝐻2𝑂𝐻2𝑂

correlations ( , ) are assumed to be small in the SAXS regime. Moreover one can assume 
𝑆𝑐𝑎𝑡𝐻2𝑂 𝑆𝑎𝑛𝐻2𝑂

that the partial structure factors within the SAXS regime are much smaller than 1. Hence, Eq. S3 can 

be further simplified to 

. (S4)

𝑑Σ
𝑑Ω

(𝑄) ∗ 𝑉≅𝜙𝑐𝑎𝑡(𝑛𝑐𝑎𝑡 ‒ 𝑛𝐻2𝑂)2 + 𝜙𝑎𝑛(𝑛𝑎𝑛 ‒ 𝑛𝐻2𝑂)2 + 𝑓𝐻2𝑂
2𝑆𝐻2𝑂𝐻2𝑂

The approximation Eq. S4 shows that the electrolyte structure factor is reduced to the diffuse 

scattering contribution of non-correlated ions within a water matrix (similar to the so-called Laue 

scattering in solid solutions)10 and the water structure factor. From the SAXS data discussed in the 

main paper it becomes clear that the bare electron numbers of cations and anions cannot explain the 

observed intensity changes when assuming ion swapping. Only when considering the ions together 

with a specific number of water molecules in their hydration shell (having a different density as 

compared to the bulk water) we are able to describe the scattering intensity changes of the region Q-B 

(shown in Fig. 4c-d, main paper). Levi et al.13 have evaluated a number of tightly bounded water 

molecules for ions of aqueous electrolytes within different nanoporous carbons using an 

electrochemical quartz crystal microbalance (eQCM) device. The activated carbon YP-17 used in their 

studies is comparable to our activated carbon YP-80. Taking the number of tightly bounded water 

molecules into account, all cations have a larger effective electron number than the anion (Cl-), shown 

in Table S3. Beside a partial desolvation of ions within confinement in particular the replacement of 

pore water molecules by the hydrated ions seem to be responsible for the rather low number of tightly 

bounded water molecules.13 If a hydrated ion enters the pore, some water molecules simultaneously 

have to leave the pore, assuming a constant electrolyte volume during adsorption and desorption. 

Consequently the number of tightly bounded water molecules can be seen as an effective value which 

is related to the water density within the hydration shell. The increased density of water within the 

solvation shell of ions with large charge to size ratio was recently shown in a SAXS study of aqueous 

bulk electrolytes.14
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Table S3. Parameters of all ions determining their effective electron numbers.

Cs+ K+ Na+ Cl- H2O

electron number n (of bare ion, molecule) 54 18 10 18 10

Tightly bounded H2O according to Levi et al. 13 0.5 1.3 (2.2) 2.2 (3) 0.6 -

Effective electron number neff 59 31 (40) 32 (40) 24 10

The numbers within the brackets are empirically estimated numbers in order to obtain quantitative 

agreement between the simulated scattering intensity changes and the corresponding experimental data 

(see Fig. 6b-d, main paper and section F below).

F. Calculation of the simulated scattering intensity

The so-called Debye-Anderson-Brumberger (DAB)15 model represents an analytical expression 

describing the scattering of random pore systems with an exponentially decaying correlation function. 

The corresponding scattering cross section is analytically given by Eq. S5:

(S5)

𝑑Σ
𝑑Ω

(𝑄) =
2𝜋(∆𝜌)2 ∗ 𝑆

(
6

𝑅𝑔
2

+ 𝑄2)2 ∗ 𝑉

, where  corresponds to the radius of gyration,  to the electron density contrast and S/V to the 𝑅𝑔 (∆𝜌)2

surface to volume ratio of the pore structure. In the case of activated carbons an additional term has to 

be considered, covering the contribution of the significant volume of large pores in between the carbon 

particles, leading to a power law behavior of the intensity at small Q.16 For fitting the measured 

scattering intensity the following expression was used (Eq. S6):

(S6)

𝐼𝑓𝑖𝑡(𝑄) =
𝐴

𝑄3.5
+

𝐵

(
6

𝑅𝑔,0
2

+ 𝑄2)2
+ 𝐶

with A, B, and C together with  being fit parameters. The first term corresponds to the contribution 𝑅𝑔,0

of the carbon particles which was found to decay with a power law exponent of -3.5 from a fit of the 

SAXS intensity of dry AC at low Q-values. The second term corresponds to the micropore scattering 

(DAB-model), and the third term covers the Q-independent contributions of the electrolyte structure 

factor and the carbon structure factor. We can split the parameter C into the carbon structure factor 

contribution BG (known from measurements of the bare AC, see Fig. S4a) and the electrolyte 
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structure factor contribution . In Fig. S5a, the fit is shown for the CsCl sample at 0 V. Although 𝐼𝐸𝑙, 0

the fit is not perfect, the model covers the basic features of the system which allows simulating the 

relative intensity changes of the scattering curves as observed from the experimental data in Fig. 4c-e 

in the main paper. The input is given by the relative changes of the radius of gyration  and the 𝑅𝑔,0

electrolyte structure factor  from the SAXS data, and the electron density contrast  between 𝐼𝐸𝑙,0 (Δ𝜌)2

micropores and carbon matrix calculated from the known concentrations from XRT and the effective 

electron numbers in Table S3. To this end, Eq. S6 was rewritten as Eq. S7:

.

𝐼𝑠𝑖𝑚(𝑄) =
𝐴

𝑄3.5
+

(Δ𝜌)2
𝑟𝑒𝑙 ∗ 𝐵

( 6

𝑅𝑔,𝑟𝑒𝑙
2 ∗ 𝑅𝑔,0

2
+ 𝑄2)2

+ 𝐼𝐸𝑙, 𝑟𝑒𝑙 ∗ 𝐼𝐸𝑙, 0 + 𝐵𝐺

(S7)

The parameters A, B and BG are kept constant for all simulated scattering curves. A and B are known 

from the fit at 0 V (Fig. S5a) and BG corresponds to the carbon structure factor evaluated from the 

scattering intensity of the bare AC (“AC in air”, Fig. S4a). Changes of all other parameters are 

considered by multiplying a relative value ( , , ) to the initial parameters at 0V ( , (Δ𝜌)2
𝑟𝑒𝑙 𝑅𝑔,𝑟𝑒𝑙 𝐼𝐸𝑙, 𝑟𝑒𝑙 𝐵

, ). 𝑅𝑔,0 𝐼𝐸𝑙, 0

The electrolyte structure factor contribution  is calculated according to Eq. S4 in section E using 𝐼𝐸𝑙, 𝑟𝑒𝑙

the ion concentration from the transmission calculations and the effective electron numbers of the 

cations  and anions  (Table S3) as an input. In order to obtain relative changes these 𝑛𝑒𝑓𝑓, 𝑐𝑎𝑡 𝑛𝑒𝑓𝑓, 𝑎𝑛

values are normalized by the value at 0V. 

The electron density contrast change  is estimated by assuming ion concentration changes  (Δ𝜌)2 𝑐𝑖

within the micropores proportional to the calculated ones (Fig. S3). The global ion concentration 

changes calculated from the XRT evaluation cover changes within the entire electrolyte volume of the 

WE including both macropores and micropores. Due to the low macropore surface area all 

concentration changes can be reduced to changes within the micropores. Hence the actual micropore 

concentration change has to be multiplied by a factor corresponding to the ratio of total to micropore 

volume . The total pore volume is estimated from the transmission measurement at 0V 𝜙𝑡𝑜𝑡𝑎𝑙/𝜙𝑚𝑖𝑐𝑟𝑜

(section C) and the micropore volume from the gas sorption measurements (section B). The carbon 

matrix electron density  is estimated by comparing the height difference between the SAXS intensity 𝜌𝑐

(intermediate regime) of the AC in air with the AC infiltrated with electrolyte at 0V. Hence the 

electron density difference shown in Fig. S5b is written as Eq. S8:

. (S8)
(Δ𝜌)2

𝑟𝑒𝑙 = (𝜌𝑐 ‒ ( 𝜙𝑡𝑜𝑡𝑎𝑙

𝜙𝑚𝑖𝑐𝑟𝑜
𝑐𝑐𝑎𝑡𝑛𝑒𝑓𝑓, 𝑐𝑎𝑡 +

𝜙𝑡𝑜𝑡𝑎𝑙

𝜙𝑚𝑖𝑐𝑟𝑜
𝑐𝑎𝑛𝑛𝑒𝑓𝑓, 𝑎𝑛 + 𝑐𝐻2𝑂𝑛𝑒𝑓𝑓, 𝐻2𝑂))2/(Δ𝜌0)2
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All time (or voltage) dependent parameters needed as an input for the simulations are shown 

exemplarily for CsCl in Fig. S5b. The resulting simulated scattering curves for all electrolytes are 

given in Fig. 6b-d, main paper.

Fig. S5  In a) the SAXS intensity of the AC filled with the 1M CsCl electrolyte at 0V is given (red data points). In black the 

model fit according to Eq. S7 is indicated. In b) the changing parameters needed for the simulation of the relative CsCl 

scattering intensity according to equation S7 are shown. The result of the simulation is shown in Fig. 6b (main paper).
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