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I. Measurements and data extraction

Media and growth condition

Cells were grown overnight at 30°C with aeration and shaking in Luria-Bertani (LB) medium, supplemented 
with the necessary antibiotics. Cells were then diluted in fresh M63 medium. When reaching an optical density of 
OD600≈0.3–0.5, cells were pre-incubated for 45 min with 100 ng/ml anhydrotetracycline (aTc) to produce enough 
matured MS2d-GFP proteins to detect RNAs at the start of the microscopy measurements. During the microscopy 
measurements, cells were kept in M63 media, so as to extend cells’ division time, which increases the chances for 
each cell present at the start of the measurements to produce at least one target RNA before it divides. The contents 
of (i) LB and (ii) M63 media are: 

(i) 10g/L of Tryptone (Sigma Aldrich, USA), 5g/L of yeast extract (LabM, UK) and 10g/L of NaCl (LabM, UK); 

(ii) 2mM MgSO4.7H2O (Sigma-Aldrich, USA), 7.6mM (NH4)2SO4 (Sigma Life Science, USA), 30µM 
FeSO4.7H2O (Sigma Life Science, USA), 1mM EDTA (Sigma Life Science, USA), 60mM KH2PO4 (Sigma Life 
Science, USA) pH 6.8 with Glycerol 0.5% (Sigma Life Science, USA) and Casaminoacids 0.1% (Fluka Analytical, 
USA).

Microscopy

After pre-incubation with aTc, cells are placed on a microscope slide with 3% agarose gel to restrict movements. 
A peristaltic pump is used to provide cells with a constant flow of fresh, pre-warmed M63 media and of IPTG at 
specified concentrations throughout the measurement period. With the pump initialized at a speed of 0.3 mL/min, 
the collection of time lapse images by confocal microscopy is initiated as soon as the flow reaches the microscope 
slide (detected visually). 

Microscopy time series were 3 hours long, with cells being imaged once per minute. The data from the first ~5 
minutes following induction is not recorded (although time is) as the gel slide slightly shifts due to the initialization 
of flow of fresh media by the pump, hampering a proper cell tracking. 

During the microscopy measurements, the cells’ fluorescent background was found to be stable, which indicates 
that the ability of target RNA counting of the MS2d-GFP system does not change during the course of 
measurements. Also, from previous studies1–4, the amounts of fluorescence in the cell background observed suffice 
to accurately report the appearance of new target RNA molecules in the cells.

Image and data analysis

Image analysis was performed as in 1. We use a semi-automated cell segmentation strategy 5 as in 6. Afterwards, 
fluorescent spots in each cell at each time moment are detected automatically (Figure S1) as in 7, by estimating the 
cell background intensity distribution using its median and median absolute deviation, and then performing 
thresholding with a given confidence level assuming that this distribution is Gaussian. Finally, we extracted the 
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moment when the first RNA appears in each cell and the time intervals between consecutive RNA production events 
are extracted from the time series of total spot intensities.

We fit a monotonically increasing piecewise-constant function to the corrected total spot intensity in a cell over 
time using least squares and infer on the moments of appearance of novel target RNAs as in 2,3,8. The number of 
terms for the fit was selected by an F-test with a p-value of 0.01. Each discontinuity, i.e. jump, corresponds to the 
production of one target RNA3. An example of the results of applying these methods is shown in Figure S1. 
Validation of this method is provided in section VII of this document.
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Figure S1. Tagged RNAs in E. coli cells. (A) Unprocessed frames and segmented cells and RNA spots. The 
moments when images were taken are shown for each frame. (B) Examples of time series of scaled spot intensity 
levels from one cell (circles) and the corresponding estimated RNA numbers (solid lines).

II. Collection and analysis of censored data

The problem of right censored data is well described in 9,10, where each individual in the population has a limited 
life time drawn from a random variable Y. We measure from each individual of the population the time for a certain 
event X to occur. We assume that the time for this event to occur, without the effect of limited life time, is a random 
variable T. Given that X has no effect on the ‘health’ of the individuals under observation, T and Y are independent 
of one another.

Collection of censored data

For the ith individual in the population, we draw from the bivariate variable <T, Y> a pair <ti, yi> , where yi is the 
life time of that individual and ti is the time for event X to occur. We define δi and zi as follow:

 and 𝛿𝑖 = [𝑡𝑖 < 𝑦𝑖] 𝑧𝑖 = 𝑚𝑖𝑛(𝑡𝑖,𝑦𝑖) (1)
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where δi is the type of sample and zi is the value of the sample of the ith individual. If the event occurs before the 
death of the individual, we obtain an actual sample (δi=1), else we obtain a censored sample (δi=0).

Measurements of the time for the first RNA to appear in each cell, t0, are obtained from cells present at the start 
of the microscopy sessions. For measurements of Δt, the intervals between consecutive RNA productions in each 
cell, the individuals under the observation are any cells that produce one or more RNAs during the last hour of the 
measurements. For both measurements of Δt and of t0, the event X to observe is the appearance of the next novel 
RNA molecule in the cell. Cell ‘death’ is due to division or the end of the measurement time.

Likelihood function of censored data

To find the likelihood function of the parameter set θ characterizing the model of T, we calculate the possibility 

to obtain the outcome <δ1..n, z1..n> from n individuals in the population with this model: . With each Λ(〈𝛿1..𝑛,𝑧1..𝑛〉│𝜃)
parameter set θ, the model of T is defined by the probability distribution function  and the cumulative 𝑃𝑇|𝜃(𝑡|𝜃)

distribution function . 𝐹𝑇|𝜃(𝑡|𝜃)

The life time Y of individuals in the population has the probability distribution function  and the 𝑃𝑌(𝑦)

cumulative distribution . These distribution functions can be obtained directly by measuring the life time of 𝐹𝑌(𝑦)

the individuals in the population.

The likelihood function of the parameter set θ of T’s model with the outcome <δ1..n, z1..n> is given by9:

Λ(〈𝛿1..𝑛,𝑧1..𝑛〉│𝜃) =
𝑛

∏
𝑖 = 1

[𝑃𝑇|𝜃(𝑧𝑖|𝜃)(1 ‒ 𝐹𝑌(𝑧𝑖))]𝛿𝑖[𝑃𝑌(𝑧𝑖)(1 ‒ 𝐹𝑇|𝜃(𝑧𝑖|𝜃))]1 ‒ 𝛿𝑖 
(2)

Here,  is the probability of obtaining an actual sample with the value zi (<δi=1, zi>), and 𝑃𝑇|𝜃(𝑧𝑖|𝜃)(1 ‒ 𝐹𝑌(𝑧𝑖))
 is the probability of obtaining a censored sample with the value zi (<δi=0, zi>).𝑃𝑌(𝑧𝑖)(1 ‒ 𝐹𝑇|𝜃(𝑧𝑖|𝜃))

While probing for the value of θ that maximizes the likelihood function, the functions  and , which 𝑃𝑌(𝑦) 𝐹𝑌(𝑦)

are independent of T, remain constant. Therefore, the objective function to maximize can be simplified to:

𝑂𝑏𝑗(𝜃│〈𝛿1..𝑛,𝑧1..𝑛〉) =
𝑛

∏
𝑖 = 1

[𝑃𝑇|𝜃(𝑧𝑖|𝜃)]
𝛿𝑖[1 ‒ 𝐹𝑇|𝜃(𝑧𝑖|𝜃)]

1 ‒ 𝛿𝑖 
(3)

Model distribution of T subject to censoring

With the inferred parameter set θ, the probability distribution of T is given as .𝑃𝑇|𝜃(𝑡|𝜃)

The life time of an individual cell in the measurement depends on various factors, such as the division moment 
and the duration of the measurements. Here, the distribution of the life time Y is obtained directly from the 
observations of cell life times during the microscopy measurements, rather than being modeled. The inferred 
distribution of actual samples T’ with the distribution of life time Y known is:

𝑃
𝑇'|𝜃

(𝑡│𝜃) = 𝑃𝑇|𝜃(𝑡│𝜃) × 𝑃(𝑌 > 𝑡) = 𝑃𝑇|𝜃(𝑡│𝜃)(1 ‒ 𝐹𝑌(𝑡)) (4)

By comparing  with the empirical distribution of the actual samples (δi=1, zi) using Pearson’s chi-
𝑃

𝑇'|𝜃
(𝑡│𝜃)

squared test, we can calculate the goodness of fit of θ’s estimation.



4

III. Solving the deterministic model of inducer dynamics

Model of inducer dynamics

The model of inducer dynamics is described (as in equations (7) and (8) in the manuscript) as follows:

/m o m iI t k I k     (5)

/ m i II t I k I d      (6)

We first find the solution for the inducer level in the periplasmic space (Ip):

𝛿𝐼𝑚

𝑘𝑜 ‒ 𝐼𝑚𝑘𝑖
= 𝛿𝑡

(7)

By integrating both sides of the equation, we obtain:

‒
ln (𝑘𝑜 ‒ 𝐼𝑚𝑘𝑖)

𝑘𝑖
= 𝑡 + 𝐶1

↔𝑘𝑜 ‒ 𝐼𝑚𝑘𝑖 = 𝐶1.𝑒
‒ 𝑘𝑖𝑡

↔𝐼𝑚 =
𝑘𝑜 ‒ 𝐶1𝑒

‒ 𝑘𝑖𝑡

𝑘𝑖

(8)

(9)

(10)

At t=0, Im(0)=0, thus C1=ko. The solution for Im is:

𝐼𝑚(𝑡) =
𝑘𝑜(1 ‒ 𝑒

‒ 𝑘𝑖𝑡)

𝑘𝑖

(11)

The differential equation for I(t) becomes a first order linear differential equation:

𝛿𝐼
𝛿𝑡

+ 𝐼.𝑑𝐼 = 𝑘𝑜(1 ‒ 𝑒
‒ 𝑘𝑖𝑡) (12)

The general solution for this equation is:

𝐼(𝑡) =
∫𝑢(𝑡)𝑘𝑜(1 ‒ 𝑒

‒ 𝑘𝑖𝑡)𝑑𝑡 + 𝐶2

𝑢(𝑡)

(13)

in which . C2 is a constant determining the initial condition I(0). Thus:𝑢(𝑡) = 𝑒∫𝑑𝐼𝑑𝑡
= 𝑒

𝑑𝐼𝑡

𝐼(𝑡) =
∫𝑒

𝑑𝐼𝑡
𝑘𝑜(1 ‒ 𝑒

‒ 𝑘𝑖𝑡)𝑑𝑡 + 𝐶2

𝑒
𝑑𝐼𝑡

=
𝑘𝑜(∫𝑒

𝑑𝐼𝑡
𝑑𝑡 ‒ ∫𝑒

(𝑑𝐼 ‒ 𝑘𝑖)𝑡
𝑑𝑡) + 𝐶2

𝑒
𝑑𝐼𝑡

=
𝑘𝑜

𝑑𝐼
‒

𝑘𝑜𝑒
‒ 𝑘𝑖𝑡

𝑑𝐼 ‒ 𝑘𝑖
+

𝐶2

𝑒
𝑑𝐼𝑡

(14)
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=
𝑘𝑜(𝑑𝐼 ‒ 𝑘𝑖) ‒ 𝑑𝐼𝑘𝑜𝑒

‒ 𝑘𝑖𝑡 + 𝐶2𝑑𝐼(𝑑𝐼 ‒ 𝑘𝑖)𝑒
‒ 𝑑𝐼𝑡

𝑑𝐼(𝑑𝐼 ‒ 𝑘𝑖)

=
𝑘𝑜(𝑑𝐼𝑒

‒ 𝑘𝑖𝑡 + 𝐶2𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼)𝑒
‒ 𝑑𝐼𝑡

+ 𝑘𝑖 ‒ 𝑑𝐼)
𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼)

At t=0, I(0)=0, .𝐶2𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼) =‒ 𝑘𝑖

The final solution for the intracellular inducer quantity over time is therefore:

𝐼(𝑡) =
𝑘𝑜(𝑑𝐼𝑒

‒ 𝑘𝑖𝑡 ‒ 𝑘𝑖𝑒
‒ 𝑑𝐼𝑡

+ 𝑘𝑖 ‒ 𝑑𝐼)
𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼)

(15)

IV. Model distribution of t0

From the models of inducer intake and of transcription, we use the Chemical Master Equation (CME) 11 to 
calculate the first moment of open complex formation in each cell, which is followed, shortly after, by the release of 
a transcript 12,13. For this, we assume that, upon this release, the promoter is unable to transcribe any subsequent 
RNA. Given this approximation, the master equation for the promoter in each of its three possible states is given by:

)(Pr,)(/)(Pr, tPtfkttP Rc  (16)

),(Pr)(Pr,)(/),(Pr tPktPtfkttP coRcc  (17)

),(Pr/),(Pr tPkttP coo  (18)

P(Pr,t), P(Prc,t) and P(Pro,t) are the probabilities that the promoter is in its primary state, in closed complex state 
and in open complex state, respectively, at time t. Due to the high amount of repressors in the cells 14, we ignore the 
leakiness of the target gene (from our measurements, we observed that, on average, it takes more than 1 hour for 
~10% of the cells to produce one spurious RNA, when not induced). Given this, we set the probability of the 
promoter to be in its primary state, P(Pr,0), to 1 and to be in the other two states (P(Prc,0) and P(Pro,0)) to 0.

V. Dilution rate of regulatory molecules at various induction levels

The dilution rate of regulatory molecules (dI) is calculated from the expansion rate of the cells’ volume. As E. 
coli grows mostly by elongating through its major axis length, while leaving its minor axis length unchanged, the 
relative increase in cell’s volume can be approximated by the increase in the cell’s major axis length.

Cell growth in liquid media

To test for the effect of IPTG induction on the cells growth rate at 37 ˚C, we first measured cell growth in liquid 
media. Cells were grown overnight at 30 ˚C with aeration and shaking in LB media, supplemented with the 
appropriate antibiotics, before being diluted in fresh LB medium until an OD600 ≈ 0.1 and pre-incubated for 2 hours 
without inducers. In the remaining hours, cells were either left to grow normally or grown in the presence of IPTG at 
the concentration of 0.25mM and 1mM. The optical density (OD) curves at 0mM, 0.25mM and 1mM IPTG 
concentrations were sampled every 30 minutes for 5 hours (Figure S2).
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From Figure S2, during the first 4 hours of the measurements there is little difference between the normalized 
OD curves, indicating that, in the range of concentrations tested, IPTG does not have any notable effect on cell 
growth.

Cell growth on agarose gel

Next, we obtained the cell growth rate during the microscopy measurements, where cells are kept on agarose gel 
as described in the Methods section of the main manuscript. As only a few cell cycles were observed in M63 media 
during 2 hour-long measurements, we estimated the cell growth rate from the elongation rate of all cells’ major axis 
rather than the cells’ doubling time.

From the time lapse confocal images, cells were segmented and the length of the major axis was extracted at 
each frame. For each cell, we fitted a linear function to the logarithm of the major axis length over time and obtained 
the slope coefficient dI’, equivalent to the cell’s elongation rate. The doubling time Td’ of each cell is inferred from 
dI’ as follows:

𝑇𝑑' =
𝑙𝑛(2)

𝑑𝐼'
(19)

The distributions of Td’ at different induction levels spans over a wide range of durations, suggesting a noisy 
dilution rate when cells are on the 3% agarose gel. The distributions share a mode of around ~8400 seconds. To 
eliminate any effects of noise in the dilution rate of regulatory molecules, for the analysis of t0, we selected ‘normal’ 
cells with a doubling time Td’~8400 s, using a margin for selection of 15% of the mode’s value. Finally, from the 
value of Td’, the dilution rate dI of the selected cells is found to be:

𝑑𝐼 =
𝑙𝑛(2)

𝑇𝑑'
= 8.25 × 10 ‒ 5 (𝑠 ‒ 1) (20)

Since cells grew exponentially during the measurements at a rate of dI ~8.25ˣ10-5 s-1 (doubling time of ~140 
minutes) in all conditions, it is reasonable to assume that the cells were unaffected by the inducer in the range of 
concentrations tested (in this regard see, e.g. 15).
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Figure S2. Normalized optical density (OD) curve at 0.25mM (diamond) and 1mM (square) IPTG and without 
IPTG (cross). Inducers are added at the end of the second hour, where the normalized OD’s values equal 1.

VI. Formation of inclusion bodies at high inducer concentrations

We use phase contrast microscopy to examine the fraction of cells with inclusion bodies as a function of IPTG 
concentration in the media. Cells were grown overnight at 30 ˚C with aeration and shaking in LB media, 
supplemented with the appropriate antibiotics, before being diluted in fresh LB medium until an OD600 ≈ 0.1 and 
pre-incubated for 2 hours without inducers. In the remaining hours, cells were incubated in the presence of aTc at 
100ng/L and IPTG at 1mM, 2mM and 4mM before being placed under the microscope. From the phase contrast 
images, we manually detected the presence of inclusion bodies (shown as a bright spot) in each cell. Example 
images of cells with marked inclusion bodies are shown in Figure S3.
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Figure S3. Phase contrast images with cells with marked inclusion bodies (appears as a bright spots), when induced 
with IPTG concentrations of (Top) 1mM, (Middle) 2mM and (Bottom) 4mM.

VII Temporal fluorescence intensity of MS2d-GFP tagged RNA molecules

The technique of detecting new RNA molecules in individual cells as these appear in time lapse 
microscopy images using the MS2d-GFP RNA-tagging system (ref. 6 in main manuscript) consists of 
fitting the total corrected RNA spot intensity with a step-increasing function (see section I of this 
document). 

For this method to be valid, it is necessary that new RNA molecules appear nearly fully-tagged when first 
detected, so as to cause a significant “jump” in the total spots fluorescence intensity of the cell7. This is 
possible if the speed of elongation at the target gene and MS2d-GFP binding is not much longer than the 
interval between consecutive images, which in our measurements is 1 minute long. 

Also, it is necessary that an MS2d-GFP tagged RNA, once tagged, does not degrade significantly (neither 
abruptly nor gradually) during the measurement period (so as to allow using a step increasing function). 
Note that, nevertheless, the method can tolerate infrequent “blinking” of the tagged RNAs, due to moving 
out of focus transiently, without loss of information7.

To validate the two assumptions, we observed the fluorescence intensity of individual, RNA spots over 
time (1 min-1). As newly produced RNA spots could appear and compensate for the loss of intensity 
(abrupt or gradual) of the existing spots (resulting in the underestimation of the spots’ degradation rate), 
we conducted the observation on a non-induced target gene. Namely, following the protocol described in 
the main manuscript (except for the induction of expression of the RNA target for MS2d-GFP), we 
observed sufficient cells during a period of 3 hours so that at least 40 RNA spots appearances could be 
detected (during that period of time, less than 1 in 10 cells produced an RNA spot). Note that, by 

C
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inspection, we never observed the appearance of two new fluorescent spots in a cell at the same time 
moment and no cell ever contained 2 spots.

To test the first assumption, from the time-lapse images, we obtained the fluorescence intensity of 40 
individual tagged RNAs for 30 minutes, since first detected. From these, we found that there is no 
significant RNA fluorescence increase after its detection. That is, new RNA molecules are nearly fully-
tagged when first detected, as expected from the frequency of image acquisition (1 min-1) and the 
expected speed of transcription elongation and MS2d-GFP binding (tens of seconds16,17). This is visible in 
Figure S4, where the mean spot fluorescence over time is shown. Note how, following the detection of the 
spots at moment 0 (synchronized for easier visualization), their mean fluorescence over time does not 
increase further in subsequent time moments.

To test the second assumption, we fitted the intensity of each RNA spot over time with a decaying 
exponential function and inferred the degradation rate of the spot intensity. We obtained a mean decaying 
rate of ~8.1˟10-5 s-1, corresponding to a mean half-life of ~144 mins, which is much longer than our 
observation window for Δt (60 mins). As such, we conclude that, during the measurement period, the 
fluorescence of tagged RNAs does not decrease significantly over time (gradually or abruptly), in 
agreement with previous reports using the same RNA detection system2,3,16,17.

-5 0 5 10 15 20 25 30
-0.5

0

0.5

1

1.5

2

2.5

3

T ime from - rst spot appearances (mins)

Sc
al

ed
In

te
ns

it
y

Averaged Intensity
Spots' Intensity

Figure S4. Fluorescence of tagged RNAs in E. coli cells over time. Each of the five thin lines shows the 
fluorescence of a single tagged RNA molecule (randomly selected from the data) since first detected, for a period of 
30 minutes. The solid black line shows the mean fluorescence intensity of individual tagged RNA molecules (40 
molecules tracked), along with the sample standard deviation (vertical bars).
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The above results are in agreement with previous studies. Regarding the dynamics of RNA production, 
the present results agree with previous data on the rate of transcription elongation in E. coli. Namely, at 
37oC, this rate is expected to be between ~60 and ~90 base pairs (bp) per second18–20. Given that the target 
gene is ~3200 bp long16, the RNA polymerase should produce a complete transcript in ~35 to ~50 s, 
which is faster than our imaging interval (60 s). 

Meanwhile, regarding the lack of degradation of tagged RNAs, our results are expected given previous 
studies on the coat protein of bacteriophage MS216,21,22, which showed that most of the MS2 binding sites 
are constantly occupied by (at least 70) MS2d-GFP proteins, which results in the ‘immortalization’ of the 
target RNA due to isolation from RNA-degrading enzymes 16,17.
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