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S1 Numerical calculations 

There are well established theoretical models which describe ISM under equilibrium conditions and there are also 
analytical as well as numerical models for chronopotentiometric operation modes.1–6 Within these models, the 
potential at the interface is calculated by inserting the boundary concentrations of the relevant ions in the respective 
phase into the Nernst equations and the mass transport through the interfaces is described by constant heterogeneous 
rate constants. The ratio of the heterogeneous rate constants of a specific ion are assumed to be equal to the 
partitioning coefficient. Hence, these models assume that the thermodynamically facilitated IT is fast and 
instantaneously, reaching local thermodynamic equilibrium across the interface even under dynamic mass transport 
conditions. Though, the equilibrium assumption is usually completely justified, they neglect the influence of the 
electric potential on the transfer rates. For that reason, numerical calculations which take into account the standard 
ion transfer potential (standard Gibbs free energy of transfer) of all ions involved, at the back and front side of the 
ISM, were carried out. 
Here, we aim to model the membrane using the free energies of transfers and electric field dependent transfer rates 
at the ISM-liquid interface. Similar to the method described in ref. 7 and ref. 2 the system was separated into three 
separate layers (analyte, ISM, inner filling solution) (see figure S1). The bulk of these layers were calculated by 
solving the Nernst Planck and Poisson differential equations (NPP) as described in ref. 2 in the following form: 
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Where E is the electric field, ��/� is the dielectric constant in the organic/water phase, �� is the concentration of the 
ith ion, �� is the flux, �� the charge, ���/� is the diffusion constant in the water, and all other letters have their usual 
meaning. 
 
The mass transport of a specific ion i in between the layers and thus through interfaces was modelled using the Butler-
Volmer-type relations: 
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Where 4 is the potential drop over the interface (transfer potential); 4. is the standard transfer potentiala at ,- = ,6; 
3 is the transfer coefficient; ,. is the standard heterogeneous rate constant; ,- /,6 forward/backward heterogeneous 
rate constant and the other letters have their usual meaning.  
  

                                                           
a Note that standard transfer potentials are used instead of formal transfer potentials. Consequently, it is implicitly 
assumed that the activity coefficients within the organic phase and the aquous phase are unity. 
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In case of a facilitated transfer of a specific ion by an ionophore and of stable ion-ionophore complexes, the ion 
transfer be considered as a heterogeneous on step process 8: � (!) + 78 �)*+� 9  �8:

 �)*+� 

Where L is the ionophore and n the complex stoichiometry. 
The energy required to transfer the ion into the membrane is decreased by the complex formation constant (;) of the 
ionophore. According to the thermodynamic cycle approximation the formal potential 4. can be described by 9: 
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Where ;: is the complex formation constant within the ISM and 4�
. is the simple ion transfer potential and 8: is the 

concentration of the free ionophore within the membrane 
 
The NPP equations approximate the ions by point charges with an infinite small size not accounting for any 
concentration dependent activity changes or adsorption effects at the ISM-water interface. Thus the NPP equation 
model the diffuse Gouy-Chapman layer. However, the stern layer, which greatly depends on the size of the ions, on 
adsorption process, interaction of present ions and other complex processes, cannot be modelled. For that reason, to 
calculate the potential drop over the interface (4) the stern layer is approximated by a capacity; i.e. the potential is 
obtained by multiplying the electric field at the phase boundary by the distance in between the interfaces. The 
dielectric constant of the capacity was assumed to be the arithmetic average of the dielectric constant of the water 
and the NPOE.  
Similar to ref. 2 the method of lines was used to discretizice the differential equations. This method is illustrated in 
figure S1. The program was written in Octave, which is an open source pendant of matlab. The equations were 
integrated using the Octave lsode solver. Alternatively, it is also possible to use the odesx solver of the odepkg 
(wrapper of the fortran seulex solver). The calculations were carried out on a 64 bit - windows 8 system taking full 
advantage of the new 64 bit Octave build.  
 

 
Figure S1: a) Illustration of the numerical calculations and the discretisation used. The spacing of the grid where the concentration was calculated 

was chosen to be smaller closer to the interfaces. The flux and the electric field are calculated at intermediate points lying half way between the 

concentration points. The transfer rates/transfer potentials were calculated by assuming a stern layer at the interface with a discrete distance d (b). 

The LK+ complex is illustrated by a red pentagon; A- corresponds to anions present in the analyte, R- to background anions in the membrane and K+ 

to potassium ions in the analyte, 

Parameters used for the numerical calculations 

The parameters were taken from literature (see table 1 and table 2), if they were available. Due to very complex 
experimental setup and assumptions which have to be made (e.g. diffusion constants), there is a large discrepancy of 
the experimental values in literature. To qualitatively model the sensor response, this is obviously not a hindrance as 
the simulated response curves are in good agreement with the experimental results. 



Most of the simple ion transfer potentials measured in literature are measured at a NPOE/W micro interface. As the 
PVC does not seem to influence the transfer potentials significantly (just ~20 mV)10, the values obtained at NPOE/W 
interfaces seem to be justified.  
In case of highly hydrophilic ions (Ca2+, SO4

2-) no experimentally obtained values of the formal transfer potential are 
available yet. Typically the ion transfer potentials are measured by CV measurements which require a background 
electrolyte in the organic phase. This background electrolyte within the membrane typically gets extracted before 
these lipophilic ions are extracted into the membrane. For that reason the transfer potentials were assumed to be larger 
than the transfer potentials of the background electrolyte within the membrane used. 

Table 1: Parameters used to numerical compute the NPP equations.  

Ion Do [m2/s] Dw [m2/s]f 4�
. [mV] Log β 

K+ 1.3 10-11,a 1.96 10-9 440g 11.63l 

IL+ 3.01 10-12,b n.a. n.a. 11.63l 

Cl- 1.3 10-11,a 2.03 10-9 -521h 0 

Na+ 8.8 10-12,a 1.33 10-9 518g 7.63m 

TClPB- 1.1 10-12,c 1.66 10-10 -335i 0 

Ca2+ 5 10-11,a 7.54 10-10 350j 0 

TDA+ 0.6 10-12,d 0.9 10-11 -500j 0 

Ionophore I 1.9 10-12,b n.a. n.a. n.a. 

SO4
2- 7 10-11,a 10.7 10-9 -300k 0 

TFPB- 1.1 10-12,e. 1.66 10-10 n.a. 0 

a) The diffusion coefficients were calculated using the estimated ratio of Do/ Dw = 6.6 x 10-3 as proposed in ref. 12; b) taken from ref 13; c) assumed to 

be equal to the diffusion coefficient of TFPB-, which has a very similar size and structure; d) The diffusion coefficient of TDA was assumed to be twice 

as big as TFPB- which is ~2 times smaller; e) taken from ref. 14; f) taken from ref. 15 and ref. 16; g) taken from 17; h) taken from 18; i) taken from ref 16; 

j) taken from ref 18. The value of TDA was estimated from the graphs available in 18; k) The value was estimated from the data available in ref. 19 in a 

nitrobenzene/water interface as proposed in ref 18 and 16; l) taken from 20; m) assumed. 

Table 2: Parameters used to numerical compute the NPP equations. 

Parameter Value 

εwater 80 

εmembrane 40a 

membrane thickness 150 µm 

water layer thickness 400 µm 

interface distance (d) 2 nmd 

k0 9 10-3 cm/sc 

α 0.48c 

a) taken from 21; c) the standard rate constants and the transfer coefficients were assumed to be equal for all transferring ions. The value was taken 

from ref. 8; d) assumed. 

S2 Dynamic response at small pulse times 

The actual response at small pulse time before depletion effects occur is not intuitive: The reactions at the interface 
are fast and instantaneous establishing a near-nernstian phase boundary potential, even under dynamic mass transport 
conditions (as long as no concentration polarization occurs)1,22. This near-nernstian phase boundary potential is not 
equal to the one measured under zero current conditions because the phase boundary activities change. The current 
induced activity change greatly depends on the diffusion constant within the respective phase. As long as there are 
sufficient target ions or free ionophores available, the phase boundary potential, remains near Nernstian.53,132 If the 
concentration of the target ion is smaller than a critical concentration, the ion is depleted in the vicinity of the 
membrane at a certain transition time and a potential jump exceeding the Nernstian response is observed. 
Figure S3 a and b show the corrected experimental and numerically calculated response curves at small pulse times 
of ISEIN and ISEOUT respectively. The curves were corrected for the initial equilibrium potential (which cancels out 
in the final response curve) ,measured before the current pulse was applied. The corrected potentials recorded at fixed 
times t1 (1s) and t2 (2s) are shown in c / d. Generally, the corrected potentials measured at time t1 are smaller than the 
ones measured at t2. 



In case of ISEIN and at large target ion concentrations (> 1 mM), the potential does not depend noticeably on the 
concentration of the target ions within the analyte (see figure S2 a,c). However, it increases with time. This increase 
can be attributed to a magnitudes smaller ion diffusion constant in the membrane than in the aqueous phase: The 
phase boundary concentrations within the membrane are gradually increased on the front and decreased on the 
backside. Whereas, the phase boundary concentration within the analyte remain almost unchanged. Consequently, 
the constant current induces a concentration independent response. At a concentration of 1 mM the target ion is 
depleted and the response depends on the ion concentration within the analyte. 
Similar to ISEIN, the response of ISEOUT does not depend on the sample composition at high target ion concentrations 
(> 1 mM), as long as no backside depletion occurs (see figure S2 b,d). At a concentration of 0.1 mM the phase 
boundary concentration of the analyte is slightly changed giving rise to a response drift of ~20 mV which is a 
negligible contribution to the total sensor response. Note that this shift does not degrade the sensing signal as it 
depends selectively on the concentration of the target ion. However, if the signal would be measured at t2 the response 
would strongly depend on the background anion present in the analyte (see figure S2 d).  

 
Figure S2: Experimentally and numerically calculated corrected response curves at small pulse times of ISEIN (a) and ISEOUT (b) recorded in a CaCl2 

(solid lines) and Na2SO4 (dashed lines) background at concentrations of 0.1 mM, 1 mM and 10 mM. The response curves were obtained by subtracting 

the equilibrium potential measured under zero current conditions at the end of the regeneration pulse. The corrected response recorded at t1 (1s) 

and t2 (2s) are shown in c) (ISEIN) and d) (ISEOUT).  

S3 Numerically calculated concentration profiles 

The response curves and the corresponding concentration profiles of the ions at ISEIN and ISEOUT are shown in 
figure S3 and S4 respectively. The response curves which are corrected for the initial equilibrium potential are shown 
in the insets. 



 
Figure S3: Measured (solid) and numerically calculated reponse (dotted) of ISEin during a measurement cycle at concentrations of 0.1 mM, 1 mM 

and 0.01 mM KCl in a 10 mM CaCl2 background (a) and a 10 mM NaCl background (b). The insets show the corrected potentials (VIN(t) - VIN (t = -5 s)). 

The characteristic transition times are marked with numbers (for details see text). The applied current density was 0.4 µA/mm². c) Calculated 

concentration profiles at the interfaces of the relevant ions during a measurement cycle at a concentration of 0.1 mM K+ in a NaCl background. The 

time and location where characteristic transitions occur are marked with numbers (for details see text). For better visibility, the x-axis are scaled 

differently for each ion in the membrane as well as in the aqueous solutions. 

 

 
Figure 1: Measured (solid) and numerically calculated (dotted) response of ISEOUT during a measurement cycle at concentrations of 0.1 mM, 1 mM 

and 10 mM KCl in a 10 mM CaCl2 background (a) and a 10 mM Na2SO4 background. The insets show the corrected potentials (VCORR,OUT = VOUT(t) - VOUT 

(t = -5 s)). The characteristic transition times are marked with numbers (for details see text). The applied current density was 0.4 µA/mm². The 

maximum applicable pulse time (tmax ~ 2 s) is marked by a vertical line. c) Calculated concentration profiles at the interfaces of the relevant ions 

during a measurement cycle at a concentration of 0.1 mM in a CaCl2 background. The times and locations where characteristic transition times occur 

are marked with numbers (for details see text). For better visibility, the x-axis are scaled differently for each ion in the membrane as well as in the 

aqueous solutions. 



S4 Stability and conditioning investigations 

Figure S3 shows the response curves of SC-ISEIN and SC-ISEOUT recorded in a 0.1 mM KCL solution. The first and 
second response curves exhibit significant drifts. After 15 measurement cycles the response curves reach a steady 
state and there are only small shifts in the thereafter following measurements. If the ISE is left idle for a day a 
significant change from measurement to measurement is observed in the beginning. Same as before, after 15 
measurements the response curves reach a steady state and are almost identical to the ones measured on the first day. 
Consequently 15 conditioning measurements have to be carried out prior to measurement. The response curves are 
generally more reproducible at the beginning of the pulse and even after three months and 120 measurements, the 
response curve remains almost unchanged. Figure S3 also demonstrates the advantage of 2 ISEs operated in series. 
In equilibrium, before the measurement pulse is started, the potentials of the ISEs exhibited a drift of 130 mV after 3 
months with respect to an Ag/AgCl reference electrode. If just one ISE would have been used this would have resulted 
in a potential shift of ~130 mV (see figure S3b). As both ISEs are identical they both exhibit approximately the same 
potential drift. For that reason the net potential between the ISEs is not changed. Thus the sensor response is not 
influenced by this drift. 

 
Figure S3: Sensor response (a) and response of ISEIN only (b) during a current pulse (~0.6 µA/mm² ISEIN and 0.4 µA/mm² ISEOUT) in a 10-4 M K+ solution 

after 15 and 30 measurements on the first day (solid lines) and the thereafter following measurement at the second day (dash-dot lines) and after 

3 months (doted lines). The illustration on the top shows the measurement setup and the time span which is shown in the graph (red area 
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