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Hidden Markov Model

A standard HMM contains the following parameters1-3:

1. The observation sequence 1 2, , , TO O OL  denoting a set of samples with the length of T.

2. The set of hidden states 1 2{ , , , }NS S S S L . Each observed sample , 1, 2, ,tO t T L  belongs to 
S with certain probability.

3. The N N  state transition probability matrix { }ijA a , where 1( | )ij t j t ia P q S q S   , 

1 ,i j N   denotes the state of the HMM at time t .

4. The initial state distribution { }i  , where 1( ),1i iP q S i N     is N-dimensional column 
vector.

5. The observation probability distribution matrix in the state jS : { ( )}j tB b O , where tO  is the 

observation at time t , and ( ) ( | ),1j t t t jb O P O q S j N    .

The HMM is usually used to solve the following three typical problems:

Problem 1. Given the model ( , , )A B  , determine the occurrence probability ( | )P O   of 
observation sequence 1 2, , , TO O OL . The typical method for this problem is Forward and 
Backward algorithm.

Problem 2. Given the model ( , , )A B   and observation sequence 1 2, , , TO O OL , find the 
optimal state sequence 1 2, , , Tq q qL such that the probability ( , | )P O S   is maximized. The typical 
method for this problem is Viterbi algorithm, which will be briefly introduced later on.

Problem 3. Adjust the parameters in the model  such that the probability  ( , , )A B  ( | )P O 

is maximized. There are two typical methods to optimize the HMM parameters: the Viterbi 
training algorithm (aka. segmental k-means in some literature)4 and Baum-Welch algorithm 

The Viterbi algorithm
To find the optimum state sequence  of observation sequence , we define 1 2, , , tq q qL 1 2, , , tO O OL

the maximum probability along a single path at time which accounts for the first  observations t t
by the hidden state as:iS
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then we have
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Moreover, we use  to indicate the state that maximizes . The procedure of finding the ( )t j ( )t j

optimal state sequence consists of the steps as follows.

Step 1 - Initialization:
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Step 2 - Recursion:
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Step 3 - Termination:
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Step 4 - Path (state sequence) backtracking:
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Fig. S1. Flowchart of Viterbi training algorithm that alternately executes parameter re-estimation 
and Viterbi algorithm until convergence is reached. 

Table S1. Comparison of the duration of the events estimated by MHMM, FWHM and DBC 
algorithms.

Duration of the detected event (μs)
Method

I II III IV V

MHMM 70 80 70 80 140

FWHM 170 140 110 150 160

DBC 110 110 80 100 120
*MHMM was used to process the unfiltered experimental data. † FWHM and DBC were used to analysis the 

filtered experimental data. A poly(dA)30 traversing through an α-hemolysin nanopore under 100 mV.



Fig. S2. The change of MRE index as a function of the number of events. The MRE of the 

MHMM method for 70 μs-long simulated events with σ = 0.5 pA. The simulated events are 

generated in random, whose number is varied from 1000 to 15000.
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