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1. Optimization and validation of solution with analytical techniques 

A method validation studies, including the prerequisites, assumptions and formulae used 

in the design of an experimental plan. The validation method should be applied to 

analytical techniques and verify the method works reliably in their hands. Typical 

validation parameters are described and calculated with the help of analytical studies for 

example1.

 Linearity

 Range

 Accuracy

 Precision

 Limits of detection and quantitation

(a) Linearity:

Linearity demonstrated by the using a minimum of five standards whose concentration 

span 80-120% of the expected concentration range. The linearity of a method should be 

established by the inspection of the plot of the instrumental response versus the initial 

concentration of analyte and evaluated by appropriate statistical methods. The calculation 

of the regression line using least square method were record the important executive 

recognition such as the slope of regression line, intercept, correlation coefficient (r2) and 

residual sum of squares.

(b) Range:
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The specified range is consequent from the linearity studies. The range of the proposed 

procedure is the interval between the upper and lower concentration (amount) of analyte 

in the sample and covered the target amount in the operational samples to be measured. 

The range established by analytical method has proper levels of precision, accuracy and 

linearity. 

(c) Accuracy:

The accuracy is defined as closeness of the test result to the true value. Accuracy 

analyzed known concentrations of sample solution minimum at three concentration level 

covering the precise range.

(d) Precision:

According to International conference on harmonization (ICH), the precision is the 

closeness of agreement between a series of measurements obtained from multiple 

sampling of the same identical sample under the prescribed conditions and may be 

considered at three levels such as repeatability, intermediate precision and 

reproducibility.  

(e) Limits of detection and quantitation:

The lowest concentration of analyte in sample solution can be detected and determine by 

limit of detection (LOD). Limit of detection “limit test” parameter not to be quantified 

but it is significantly different from that of a blank. On the other hand limit of 

quantitation (LOQ) is a parameter of “determination test” and can be defined as the 

lowest concentration of the analyte that can be precise and quantified with adequate 
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precision and accuracy. The most common definition of LOD and LOQ is the analyte 

concentration for which the signal exceeds that for a realistic analytical blank by three 

and ten times of the standard deviation, respectively. 

Limit of detection                                              b
S

LOD 03.3 

Limit of quantitation                                      b
S

LOQ 010

    Where (S0) = Standard deviation of the blank, (b) Residual standard deviation (RSD) 

of the calibration line, or standard deviation of the intercept. 

The obtained calibration curve of slope (b), and standard deviation of the intercept (S0) 

analyzed at the time to validate level, acceptable accuracy and precision under the 

quantified operational conditions of proposed method. The limit of quantitation is around 

of triple the limit of detection. The analytical method was applied to verify the proposed 

methods works reliability. Typical validation parameters are used for accurate 

concentration of analytes (ZnO-nanostructures) or sample solution and calculate with the 

help of statistical parameters as per guidelines of International Conference of 

Harmonisation (ICH)1.

2. Statistical analysis:

The analytical determination of diverse shaped ZnO nanostructures is used for the 

antibacterial study and estimated by statistical analysis. The performance of the method 

appraisal includes the following parameters2-4:
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 Mean

 Standard deviation & variance  

 Relative standard deviation

 Coefficient of correlation 

 Regression line

 Variance

 Errors in the slope and the intercept

 Confidence limit for the slope and the intercept

Mean:

It is the sum of all the measurements divided by the number of measurements. It is 

calculated by the following expression:

𝑥̅ = /𝑛 
i

ix

Standard deviation, variance & standard analytical error.

The most useful measure of spread is the standard deviation, S.D. This is defined by the 

formula:

 
 1..

2





n

xxDS i

The square of S.D. is a very important quantity known as the variance which is useful in 

propagation of error.

The standard analytical error (SAE) of the mean is calculated by SAE = S.D. /√n 
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Relative standard deviation. 

It is calculated by

𝑅𝑆𝐷 = 𝑆𝐷
𝑥̅ × 100

The RSD (also called coefficient of variation), the units of which are percent is an 

example of relative error. 

Coefficient of correlation:

When using instrumental methods, it is necessary to carry out a calibration process by 

using a series of samples (standard) each having a known concentration of analyte. 

Linearity is judged by correlation coefficient, ‘r’, which can be calculated for a 

calibration curve to ascertain the degree of correlation between the measured 

instrumental variable and the sample concentration.
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Where n = number of data points

As a general rule, 0.90 < r < 0.95 indicates a fair curve, 0.95 < r < 0.99 as a good curve, 

and r > 0.99 includes excellent linearity.

Regression line: 

The best straight line through a series of experimental points is that line for which the 

sum of the squares of the deviation of the points from the line is minimum. Besides, 
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determining a straight line, uncertainties in the use of calibration graph for analysis of 

unknown samples can be specified by this method of least squares. The equation of the 

straight line is 

A = a + b C

Where A = instrumental response (i.e. absorbance), b = slope, a = intercept, C = 

concentration of the standards. To obtain the regression line A on C, the slope ‘b’ of the 

line and the intercept ‘a’ on the y-axis are given by the following equations:
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Where   = mean of all the values of  and = mean of all the values of .x ix y iy

Errors in the slope and the intercept: 

The determination of errors in the slope (b) and intercept (a) of the regression line may be 

calculated by first calculating S0 (standard deviation of the calibration line) from the 

following equation:

)2/()( 2  nyyS io

where  values are obtained from calculated regression line for given values of x; once y

the value So has been obtained, both the standard deviations of the slope Sb and the 

intercept Sa can be obtained from the following equations
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Confidence limit for the slope and the intercept:

It determines whether the slope and/or intercept of a line differ significantly from a 

particular or predicted value. It can be calculated in the following manner:

 b  t Sb   (for slope)  

 a  t Sa   (for intercept)

where t = tabulated ‘t’ value at desired confidence level for (n-2) degrees of freedom.
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