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1 Computational Details
Unless otherwise noted, all non-adiabatic and Born-Oppenheimer molecular dynamics (NAMD and
BOMD) simulations used the PBE01 hybrid functional with D32 dispersion corrections, along with
polarized double-ζ valence def2-SVP3 basis sets and DFT integration grid 3. For a comprehensive dis-
cussion of the choice of the functional, see Section 1.1. The default settings of TURBOMOLE were used
except the convergence treshold for the electron density was increased (denconv 1d-7). To speed up
the simulations, we used the multipole-accelerated resolution-of-identity approximation (MARIJ) for
Coulomb contributions with corresponding auxiliary basis set for ground states,4,5 and nonorthonor-
mal Krylov space methods for excited states.6

We also performed BOMD simulations for systems with only the hole present as a comparison for
our NAMD simulations. In these, an electron was removed from the system and simulations were
performed in the electronic doublet state. The initial conditions for these simulations were identical
to those for NAMD simulations while trajectories were propagated for up to 4 ps.

The structures were obtained by adding water molecules to the previously published global minima
structures for small TiO2 nanoparticles.7 The particles represent ideal surfaces in which all titanium
atoms are in formal oxidation state +IV. The hydrated systems were then optimized using the meta-
GGA functional TPSS-D32,8 in water, in which solvation effects were accounted for using COSMO9,10

solvation model (ε = 80.1). Next, the optimized systems were equilibrated at the same level using
BOMD for 3 ps at 350 K. In these simulations, the temperature was controlled using a Nose-Hoover
thermostat. We used the TPSS functional here because it has been shown to be accurate for ground
state energies throughout the periodic table and,11 by virtue of requiring no Hartree-Fock exchange
(HFE), TPSS calculation with MARIJ approximation is approximately an order of magnitude faster
than hybrid density functional calculation.

1.1 Choice of the Functional

Inaccuracies of the TDDFT potential energy surfaces (PES) can strongly affect the NAMD simulations
reported here.12,13 The performance of density functional approximations (DFAs) for the S1 PES of
TiO2 nanoparticles depends considerably on the amount of HFE employed:7,14 Nonhybrid DFAs (0%
of HFE) spuriously overstabilize charge transfer (CT) excitations.12 This effect is mitigated with global
and range-separated hybrid density functionals, but not entirely removed.

To assess the sensitivity of our simulations to the computed PES, we performed excited state calcu-
lations for ten random conformers using two density functionals—PBE0-D3 (25% HFE) and BHLYP-
D3 (50% HFE)—and compared the resulting energies and characters of the excited states. The ten
conformers were obtained from ground state BOMD simulations of a neutral (TiO2)4(OH)4(H2O)8

nanoparticle at 350 K. The consistent character of the excitations (n−−→ d type, no CT character, see
Figure S1) with differing fractions of HFE indicates that PBE0 calculations are not contaminated with
spurious CT states.

While the two functionals provide consistent character of the S1 PES, the increased amount of HFE
affects the relative energies significantly, see Figure S2 (left). The energy differences of PBE0-D3 and
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Fig. S1 Relaxed electron density difference between the S1 and S0 states to visualize the hole (green) and the electron (blue) for
random conformers 1 (left) and 7 (right) at PBE0-D3/def2-SVP level (countour values of ±0.015). BHLYP-D3 density differences are
very similar.

BHLYP-D3 in the S1 and S0 PESs are already visible on the S0 PES: The energies relative to conformer
1 are systematically higher for BHLYP-D3 than PBE0-D3. Figure S2 compares the BHLYP-D3 and
PBE0-D3 S0 energies to those obtained from resolution-of-identity random phase approximation (RI-
RPA)15–18 calculations, which we consider a benchmark since RI-RPA has been shown to be accurate
for transition metal compounds .19,20 For RPA, we used PBE21 orbitals, def2-TZVP basis sets,3,5,22 and
core orbitals were kept frozen for the computation of correlation energy.

Fig. S2 The relative energies S1 and S0 electronic states for 10 random conformers of (TiO2)4(OH)4(H2O)8 nanoparticle for PBE0-D3
and BHLYP-D3 functionals (left); and the same S0 relative energies also using PBE and RPA (right).

Overall, PBE0-D3 performs well for the S0 PES with two exceptions: The relative energy of con-
formers 2 and 8 are overestimated by approximately 10 and 6 kcal/mol respectively. For those same
conformers, BHLYP-D3 produces still higher energies (up to 20 kcal/mol greater than RI-RPA) while
the nonhybrid PBE functional underestimates the energies relative to RI-RPA by up to 5 kcal/mol.
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To balance avoiding contamination by spurious CT states on the one hand and maintaining an
accurate description of the ground state PES on the other, we chose PBE0 for our final analyses.
Furthermore, possibility for contamination with CT states during PBE0 trajectories was examined by
computing single-point energies with BHLYP-D3 at several structures along the PBE0 trajectory and
comparing the effect of HFE on the structure of the exciton and the PES.

2 NAMD Simulations
NAMD simulations were performed for small hydrated (TiO2)4(OH)4 · (H2O)n nanoparticle with n =

2,4,8 and 10 (Figure S3). A total of 115 independent trajectories were run, each starting from a
random initial structure as described in Section 1 and running for up to 1 ps. Due to nonradiative
decay, however, the average simulation time was ∼ 0.5 ps. Thus, the aggregate exciton simulation
time was ∼ 60 ps.

Fig. S3 Studied (TiO2)4(OH)4 nanoparticles with 2, 4, 8 and 10 additional water molecules from left to right, respectively.

2.1 Photo-Oxidation Reactions

Among 115 trajectories, two exhibited clear photo-oxidation reactivity. The reactive trajectory for
(TiO2)4(OH)4(H2O)8 is analyzed comprehensively in the main text, and the corresponding data for
(TiO2)4(OH)4(H2O)4 is presented in Figures S4-S6. Similarly to observed reaction for (TiO2)4(OH)4(H2O)8,
the reaction takes place close to the S1-S0 conical intersection (CI). The reaction requires strong lo-
calization of the hole on Obr, and is triggered by localization of the electron on the adjacent Ti1. ·OH
is formed in the S1 state in both trajectories.

Both reactive trajectories were also analyzed using a series of single point calculations with the
BHLYP-D3 functional to exclude spurious charge transfer being the origin of the observed reactivity,
see Figures S7-S8. While in the case of BHLYP-D3 we observe a slightly smaller change in S1 energy
along the trajectory, the time-evolution of the exciton localization, as analyzed in terms of the differ-
ence between S0 and S1 NBO charges, is very similar for the PBE0-D3 and BHLYP-D3 calculations,
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suggesting that the qualitative result obtained is not sensitive to the choice of functional.

Fig. S4 The observed EPT transfer mechanism for (TiO2)4(OH)4(H2O)4 nanoparticle: 120 fs (left), 160 fs (middle) and 164 fs (right).
Blue and green colors indicate negative and positive computed excitonic charges due to electron and hole localization, respectively.

Fig. S5 The S1 and S0 PESs for the reactive trajectory for (TiO2)4(OH)4(H2O)4.

2.2 Formation of Ground State Hydroxyl Radical

We avoid convergence and reference stability problems close to CIs by forcing a hop to the ground
state whenever the optical gap falls below 0.5 eV.23 In both reactive trajectories, a CI is approached
shortly after the photohole transfers to water and the forced hop leads to a reversal of the photohole
transfer.

We probed the sensitivity of the results to the location of the CI and the effect of forced hops by
restarting 20 trajectories with randomized velocities along the excited state surface from the locations
of the forced hops but now used BHLYP-D3 forces and energies, and forced a hop whenever the optical
gap falls below 0.1 eV. As seen in Figure S2, the excited state surfaces computed with BHLYP-D3 are
shifted up in energy relative to the surfaces computed with PBE0-D3, but are otherwise similar. No
exciton recombination was seen in any of these restarted trajectories. Figures S9 and S10 show a
restarted trajectory in which ·OH is formed 9 fs after the (re)start and the spin symmetry is broken
after 80 fs.
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Fig. S6 Time-evolution of the exciton according to NBO population analysis (left) and of the selected O-H distances (right) in the
reactive trajectory for (TiO2)4(OH)4(H2O)4 nanoparticle.

Fig. S7 The PES (left) and the time-evolution of the exciton according to NBO population analysis (right) in the reactive trajectory for
(TiO2)4(OH)4(H2O)8 nanoparticle obtained using BHLYP-D3 functional for a series of single point calculations on a PBE0-D3 trajectory.

Fig. S8 The PES (left) and the time-evolution of the exciton according to NBO population analysis (right) in the reactive trajectory for
(TiO2)4(OH)4(H2O)4 nanoparticle obtained using BHLYP-D3 functional for a series of single point calculations on a PBE0-D3 trajectory.
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Fig. S9 The decay mechanism of the radical for the (TiO2)4(OH)4(H2O)8 nanoparticle: 9 fs (left), 50 fs (middle) and 80 fs (right). Left
and middle: The electron and the hole of the exciton are visualized using red and blue colors according to NBO charge difference
between S1 and S0, respectively. Right, the atoms are colored by the NBO spin density.

Fig. S10 The S1 and S0 PESs for the radical decay mechanism for (TiO2)4(OH)4(H2O)8 nanoparticle. The propagated state is
presented as bold.
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2.3 Other Reactive Trajectories

We observed two mechanisms which do not involve photo-oxidation or may be be computational
artifacts. Thus, these are are only discussed here.

The first mechanism not considered further comprises thermally hot reactions in the S0 PES after
the surface hop. For example trajectory, see Figures S11-S12. In this trajectory, the hole is delocalized
over Obr, the terminal hydroxyl group, and terminal titanium at 250 fs (Figure S11 (left)). This leads
to a non-adiabatic S1 −−→ S0 transition (Figure S12), generating charged Ti+ and Ti−O– species in
the ground state. Approximately 30 fs later, the Ti−O– deprotonates surface bound water to generate
a defected neutral surface via hot acid-base reaction. Thus, this is not an oxidation reaction. Fur-
thermore, these reactions requires strongly distorted structures that are only possible due to the small
particle size employed in our simulations where atoms are less constrained in comparison to larger
nanoparticles or bulk systems.

In the second mechanism, the ·OH is formed as mobile species from the terminal surface bound
OH immediately after the initial excitation. This mechanism originated from initial CT excitation and
was not reproduced with the BHLYP functional.

Fig. S11 Snapshots for (TiO2)4(OH)4(H2O)8 reactive trajectory taking place in S0 PES: 250 fs (left), 282 fs (middle) and 301 fs (right).
For 250fs, the exciton is visualized with red and blue for electron and hole, respectively, according to the NBO charge difference
between S1 and S0.

2.4 Non-adiabatic S1 −−→ S0 Transitions

Beyond the reactive trajectories, the unreactive trajectories help establish a fundamental understand-
ing of the atomistic mechanism of the nonradiative S1 −−→ S0 transitions that lead to exciton annihi-
lation, and thus limit the efficiency of titania based photocatalysts.24 These are observed mainly close
to conical intersections where the hole is localized strongly on Obr and the electron localizes to the
adjacent Ti. For a representative trajectory for (TiO2)4(OH)4 without additional water molecules, see
Figure S13. The Coulombic stabilization allows stretching of the Ti-O bond and leads to S1-S0 conical
intersection, and to the decay of the S1 excited state. Thus, the non-adiabatic S1 −−→ S0 transitions
originate from identical exciton structure to the photo-oxidations.
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Fig. S12 The PESs of trajectory presented in Figure S11 for (TiO2)4(OH)4(H2O)8. The propagated state is presented with bolded line
(S1 −−→ S0 at 250 fs).

Fig. S13 A representative trajectory of the exciton decay for (TiO2)4(OH)4. The snapshots present electron density difference between
S1 and S0: The hole is visualized with green, and the electron with blue. See Figure S1 for details.
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3 Free Carrier Simulations
To simulate a free carrier, we performed simulations (TiO2)4(OH)4(H2O)8 and (TiO2)4(OH)4(H2O)10

nanoparticles in which only the hole is present, i.e., we removed an electron from the system. The
results are based on 35 independent trajectories, which were run for 4 ps each. Thus, the total
simulation time was 135 ps. To investigate solvation effects, half of the simulations were performed
in gas phase and half with COSMO. We did not observe this to influence the reactivity nor dynamics
significantly, i.e., the hole localization is qualitatively similar during the simulations, as analyzed from
NBO spin densities. Representative snapshots showing the localization of the hole are displayed in
Figure S14.

Fig. S14 Snapshots of BOMD trajectories for (TiO2)4(OH)4(H2O)10 free carrier. Atoms are colored according to NBO spin densities,
and the hole is presented as blue.

We also studied the potential energy for the reactive trajectory using (TiO2)4(OH)4(H2O)8
+. To

this end, we calculated the energy of the corresponding nuclear geometries as charged species. The
PESs for exciton (S1) and free carrier (FC) are compared in Figure S15. While reaction is exothermic
by ∼ 10 kcal/mol when the neutral species is electronically excited, it is endothermic by ∼ 7 kcal/mol
when only the hole is present.
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