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Video

We attach a short video as supporting material to this article.
The video highlights the main conclusions of this work in a
pictorial way. In particular, it presents the possible path from
the Franck-Condon region towards the minimum on the nπ∗CT
hypersurface. It also shows the transition from the nπ∗CT mini-
mum towards the EDPT conical intersection (see the snapshot
in Fig. S1) and the possible reactions which might occur in
the electronic ground state afterwards.

Fig. S1 Snapshot from the attached video presenting the final stage
of the EDPT process occuring on the nπ∗CT hypersurface.

Computational Methods

The ground-state equilibrium geometry of the mC-(H2O)2
cluster was optimized at the MP2/cc-pVTZ level,1 whereas
the minimum energy geometries of the S1 and T1 states
were obtained using the CC2/cc-pVTZ method.2,3 To verify
whether the CC2 method qualitatively reproduces the geom-
etry of the charge transfer excited-state complex with water
molecules (1nπ∗CT state), we optimized the S1 minimum of an
analogous cytosine-(H2O)2 cluster using the CASPT2/SA-2-
CASSCF(6,5) and the 6-31G* basis set.4

The ground-state geometry of isolated mC was optimized
using the B2PLYP double hybrid functional,5 the def2-
TZVPPD basis set and the conductor-like polarizable con-
tinuum solvation model of bulk water (C-PCM). Based on
this geometry we simulated the vibrational frequencies for the
electronic ground states applying the same approach, since it

was demonstrated that the B2PLYP functional accurately re-
produces vibrational properties for medium-sized heteroaro-
matic molecules.6 The vibrational frequencies in the S1 and
T1 electronically excited states, were simulated numerically
at the CC2/cc-pVTZ level of theory. Since the nature of
the 1nπ∗CT state can be reproduced only with explicit water
molecules, the calculations of excited-state vibrational fre-
quencies were performed for the mC-(H2O)2 cluster. All mo-
bile protons (OH and NH) in the frequency calculations were
exchanged to deuterium to better correlate with the reference
time-resolved IR experimental measurements performed in
D2O.

The excited-state UV-vis absorption (ESA) spectra were
simulated in the S1 and T1 minima of the mC-(H2O)2 clus-
ter. Even though, these simulations do not yield a time-
resolved transient absorption UV spectrum, they serve as a
good tool to interpret such experiments by showing the char-
acteristic absorption bands for the investigated excited-states.
To simulate the ESA spectra we employed the nuclear ensem-
ble method of Crespo-Otero and Barbatti,7 and calculated os-
cillator strengths between the S1 (or T1) and nine additional
excited states within the given multiplicity. In each of the
cases we generated 500 geometries using the Wigner distribu-
tion for all vibrational normal modes calculated in the S1 and
T1 states respectively. The excitation energies and oscillator
strengths were calculated at the CC2/cc-pVTZ level of theory
and were validated against calculations performed using the
EOM-CCSD/TZVP approach for the S1 minimum-energy ge-
ometries (see below).3,8

The potential-energy profile for the electron-driven proton
transfer (EDPT) process was calculated using the CC2/cc-
pVTZ approach.2,3 The geometries in the initial part of
the profile were obtained from a relaxed scan along the
C2=O· · ·H-OH distance starting in the S1 minimum. The fur-
ther part of the profile was obtained by linear interpolation in
internal coordinates (LIIC) between the last point of the re-
laxed scan and the EDPT conical intersection optimized at the
MR-CISD level of theory.

The spin-orbit coupling matrix elements (SOCMEs) be-
tween the S1 and T1 states were calculated using the
CASPT2/SA-CASSCF(6,5) approach and the cc-pVTZ-DK
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Fig. S2 Molecular orbitals included in the active space in the CASPT2/SA3-CASSCF(6,5)/cc-pVTZ-DK calculations. The geometry
presented above corresponds to the S1 minimum of the mC-(H2O)2 cluster.

basis set. The scalar relativistic effects were estimated by
means of the 2nd order Douglas-Kroll-Hess Hamiltonian.
The value of the spin-orbit coupling provided in the main
manuscript corresponds to the square root of the sum of
squares of the SOCMEs.

The active space used in all the CASPT2/SA3-
CASSCF(6,5) consisted of 2 occupied π , 1 occupied n
and 2 virtual π∗ molecular orbitals, e.g. 6 electrons were
correlated in 5 orbitals. The CASSCF calculation was aver-
aged over 3 electronic states. The choice of the active space
was based on the rules proposed by Veryazov, Malmqvist
and Roos,9 which indicate that only orbitals with natural
orbital occupations between 0.02-1.98 should be considered
in CASSCF calculations.9 This active space (6 electrons in 5
orbitals) was sufficient to correctly describe the S1 PE surface,
especially in the vicinity of the S1 minimum and the EDPT
S1/S0 conical intersection. Majority of CASPT2/CASSCF
calculations were performed with this setting. The cc-pVTZ-
DK basis set was employed for single point calculations,
while the 6-31G* basis set was applied in the numerical
optimization of the S1 minimum. The active space applied in
the optimization of conical intersection at the MR-CISD level
comprised of 4 electrons correlated in 3 orbitals (1 occupied, 1
occupied π , 1 occupied n and 1 virtual π∗ molecular orbital).
The CASSCF and CASVB calculations were performed
for protonated mC in order to establish the importance of
different resonance structures in this intermediate. The active
space in these calculations consisted of 3 occupied π and 3
virtual π∗ orbitals, thus correlating 6 electrons in 6 orbitals,
and the 6-31G** basis set was used.

All the CC2 and MP2 electronic structure calculations
were performed with the TURBOMOLE 7.0 program,10 while
B2PLYP calculations were performed using the GAUSSIAN
09 package.11 The CASPT2/CASSCF and CASVB calcu-
lations were carried out employing the MOLCAS 8.0 pro-
gram,12 while the MR-CISD calculations were performed us-
ing the COLUMBUS 7.0 package.13 The simulations of the

excited-state UV-vis absorption spectra were performed using
the Newton-X 1.4 package and an in-house script for handling
the TURBOMOLE 7.0 and Newton-X 1.4 outputs in order to
take into account the transitions between excited states.14 The
EOM-CCSD calculation was conducted with the Molpro 2012
package.15 The CASPT2(C-PCM) optimization of the S1 min-
imum of the cytosine-(H2O)2 was performed using the open-
source external optimizer xopt, involving numerical gradients,
approximate normal coordinates and a rational function ap-
proach for the stepsize.16,17
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Fig. S3 Potential energy profile for the plausible pathway from the
Franck-Condon region to the S1(nπ∗CT ) minimum. The oscillator
strength corresponding to the S0-S1 transition is marked with colors
on the S1 dataset. The red color visible near the Franck-Condon
region, corresponds to oscillator strengths close to 0.08 and the ππ∗

excitation. The blue color corresponds to very low oscillator
strengths (near 0.0001) and the nNπ∗ excitation. Therefore, the
excitation character is changed along the PE profile from ππ∗ to
nNπ∗.
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Molecular mechanism of the nπ∗CT state popula-
tion.

The plausible reaction path from the Franck-Condon region to
the S1(nπ∗CT ) minimum is presented in Fig. S3. It this par-
ticular example, we assumed that the microsolvated mC chro-
mophore is excited to the lowest lying bright ππ∗ (S1) state.
The corresponding excitation energy of 254 nm, suggests that
this state should be primarily populated in pump probe exper-
iments which employ 267 nm as the pump wavelength.18 Our
calculations suggest that the pathway towards the S1(nπ∗CT )
minimum is barrierless. Along this path the contribution of
the ππ∗ excited configuration is diminished in favor of the
nNπ∗ configuration. This observation is supported by the os-
cillator strength of the S0-S1 transition, which systematically
decreases along the reaction coordinate. Therefore our pre-
dictions are in good agreement with the induced fluorescence
measurements which almost entirely vanishes during the ini-
tial few picoseconds of the excited state dynamics of aquated
cytidines.19

Geometries of cytosine-(H2O)2 and cytidine-
(H2O)2 clusters

a) b)

Fig. S4 S1(nπ∗CT ) minima of cytosine-(H2O)2 and cytidine-(H2O)2
clusters: a) comparison of the cytosine-(H2O)2 geometries
optimized using the CASPT2/CASSCF(6,5)/6-31G* (black) and
CC2/cc-pVTZ (light blue) methods; b) geometry of the
cytidine-(H2O)2 cluster optimized using the CC2/cc-pVTZ method.

To test whether the CC2 method is capable of correctly pre-
dicting the geometry of the nπ∗CT state we performed addi-
tional optimization of this minimum using the CASPT2/SA-
2-CASSCF(6,5)/6-31G* approach. The CC2 (light blue) and
CASPT2 (black) geometries are overlaid and shown in Fig.
S4 a and reveal very good qualitative agreement, with minor
quantitative difference. For instance, the H2O· · ·N3 distance
amounts 2.09 and 2.19 Å at the CC2 and CASPT2 levels re-
spectively. These results additionally validate the prediction
of this distinctive geometry in our simulations.

Since large part of the photochemical processes addressed
in this article were observed for cytidines (both ribo and de-

oxyribonucleosides and their anomers), we additionally opti-
mized the corresponding minimum on the 1nπ∗CT hypersurface
for deoxyribocytidine (see Fig. S4 b). This geometry exhibits
all the qualitative features of the corresponding S1 minimum
found for N1-methylcytosine (mC). Therefore, we anticipate
that our observations for mC, are also valid for the various
cytosine nucleosides.

Single point benchmark CASPT2/SA-CASSCF
calculations for the mC-(H2O)2 cluster

To validate the CC2 calculations for the three most impor-
tant stationary points on the S1 hypersurface we performed
additional calculations at the CASPT2/SA3-CASSCF(6,5)/cc-
pVTZ-DK level. The corresponding CASPT2 and CC2 en-
ergies are generally consistent and presented in Table. At
the EDPT conical intersection geometry the CC2 calculations
yielded negative excitation energy of the S1 state, and the CC2
method is no longer capable of correctly describing the elec-
tronic wave function in the region. Therefore, we performed
the conical intersection optimization at the MR-CISD level
and the insignificant energy gap of -0.16 eV (the closed shell
configuration becomes dominant in the S1 stat) obtained at the
CASPT2/cc-pVTZ-DK level validates the EDPT-CI geometry.
Some discrepancy between the CASPT2 and CC2 methods is
also evident for the adiabatic S1-S0 energy gap, however, the
difference between these values is not dramatic and we con-
clude that the CC2 method is capable of providing a reliable
qualitative description of the studied processes.

Table 1 Relative energies [eV] at the most important stationary
points obtained using the CC2/cc-pVTZ and CASPT2/cc-pVTZ-DK
methods.

Description CC2/[eV] CASPT2/[eV]

∆ES1−S0 Franck-Condon region 4.88 4.72
∆ES1−S0 S1 minimum 1.54 1.57
∆ES1−S0 adiabatic 4.05 4.65
∆ES1−S0 EDPT-CI geometry -0.30 -0.16

Figure S5 presents the CASPT2 and CC2 energies com-
puted along the PE profile corresponding to the electron driven
proton transfer process (EDPT). The CASPT2 and CC2 meth-
ods yield qualitatively consistent results for this particular pro-
cess, and thus, the usage of the CC2 method for the majority
of the electronic structure calculations presented in this work
is well justified. It is worth noting that the CASPT2 calcula-
tions suggest a higher barrier (∼0.27 eV) for the EDPT pro-
cess than the CC2 approach. This effect may originate from
the fact that the optimized geometries were relaxed at the CC2
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level. In addition, this barrier is most likely overestimated due
to the interpolation procedure. Nevertheles, the barrier esti-
mated at the CASPT2 level is still rather low and can be easily
overcome considering the excess vibrational energy of the hot,
UV-excited chromophore.
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Fig. S5 Potential energy profile presenting the electron-driven
proton transfer mechanism which may occur on the 1nπ∗CT
hypersurface. All energies and the geometries corresponding to the
relaxed scan from the S1 minimum along the C=O· · ·H-OH distance
were obtained at the CC2/cc-pVTZ level. LIIC - linear interpolation
in internal coordinates between the last geometry of the relaxed scan
and the conical intersection geometry obtained using the
MR-CISD(4,3)/6-31G* method. The points present the
CASPT2/SA3-CASSCF(6,5)/cc-pVTZ-DK energies calculated
along the PE profile.

Geometry of the methylcytosine-(H2O)5 cluster
in the S1 state

In order to show that the nπ∗CT state is the lowest-lying sin-
glet state in larger mC-water clusters, we additionally per-
formed S1 geometry optimization of a mC-(H2O)5 cluster at
the CC2/aug-cc-pVDZ level. The corresponding S1 mini-
mum geometry exhibits the characteristic features found for
the smaller clusters containing just two water molecules, in-
cluding the H2O· · ·N3 interaction (2.07 Å). Interestingly, dur-
ing the optimization procedure, one of the water molecules
initially placed at the amino group moved below the aromatic
ring. This is associated with the formation of an interaction
between the H2O proton and the negatively charged aromatic
ring. We anticipate that such arrangement of water molecule
above and below the aromatic ring in bulk water, could ad-
ditionally stabilize the charge-transfer character of the 1nπ∗

Fig. S6 The S1 minimum energy geometry of the mC-(H2O)5
cluster optimized at the CC2/aug-cc-pVDZ level of theory.

state. This observation along with the comparison of sim-
ulated and experimental spectra suggest that the conclusions
drawn here for the mC-water clusters of limited size are most
likely valid for bulk environments and should provide a quali-
tatively correct picture of the studied processes.

Simulations of vibrational frequencies in the T1
minimum and comparison to the experimental
TR-IR spectrum

The harmonic vibrational frequencies of the mC-(H2O)2 clus-
ter simulated for the T1(ππ∗) minimum-energy geometry us-
ing the same CC2 approach are presented in Fig. 3 in the main
article. Interestingly the C=O stretching band is centred at
1560 cm−1 similarly as in the case of the S1 state. However,
our frequency simulations for the T1 indicate that there are
only two vibrations with intensities high enough to be vis-
ible in the TR-IR absorption spectra, and not three as con-
cluded from the analysis of the experimental spectrum (the
other simulated vibration corresponds to C4=C5 stretching
and can is located at 1630 cm−1). Furthermore, the simula-
tions of excited-state UV-vis absorption (ESA) spectra pre-
sented in the main article (Fig. 4), eventually confirm that
the dark state cannot be assigned as the lowest-lying triplet
state, after the comparison to experimental broadband TA-UV
measurements performed by Ma et al.19.
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Fig. S7 Harmonic vibrational frequencies (in the range 1450 to 1750 cm−1 calculated in the T1 minimum of the mC–(H2O)2 cluster. The
experimental TR-IR spectrum from ref. 20 is overlaid with the theoretical data.

Table 2 Vertical excitation energies calculated in the S1(nπ∗CT )
minimum for the transitions from the S1 state to higher excited
singlet states

Transition Eexc/[eV] fosc (S1→Sn+1) λ /[nm]

CC2/cc-pVTZ

S1→S2 2.07 1.23*10−2 599.0
S1→S3 2.47 5.99*10−2 502.0
S1→S4 3.01 9.87*10−6 411.9
S1→S5 3.17 3.34*10−2 391.1
S1→S6 3.25 7.37*10−4 381.5
S1→S7 3.50 4.03*10−3 354.2
S1→S8 3.90 2.14*10−3 317.9
S1→S9 4.37 1.50*10−3 283.7

EOM-CCSD/TZVP

S1→S2 2.04 1.46*10−2 607.8
S1→S3 2.26 1.42*10−4 548.6
S1→S4 2.93 4.21*10−4 423.2
S1→S5 3.26 3.55*10−3 380.3
S1→S6 3.63 4.08*10−4 341.6
S1→S7 3.98 2.12*10−3 311.5
S1→S8 4.01 2.87*10−4 309.2
S1→S9 4.45 1.33*10−3 278.6

Benchmark calculations for the excitation ener-
gies calculated from the S1 minimum.

The vertical excitation energies calculated in the S1(nπ∗CT )
minimum are presented in Table 2. The two sets of re-
sults were computed using the CC2/cc-pVTZ and EOM-

CCSD/TZVP methods. The CC2/cc-pVTZ method was used
to simulate the excited state absorption spectrum presented
in Fig. 4 in the main article. The CC2 results are generally
consistent benchmark calculations performed using the EOM-
CCSD/TZVP approach and the energy deviations for most of
the listed transitions do not exceed 0.2 eV. However, the ener-
gies of two transitions (S1→S6 and S1→S7) might be underes-
timated by the CC2 method by 0.4 to 0.5 eV. Although these
differences are already considerable and some ESA spectral
features might be unnaturally redshifted (e.g. from ∼ 310
nm to 350 nm) by the CC2 method, the agreement between
these approaches is decent and the ESA spectrum should be
qualitatively reproduced. Indeed, the simulated excited-state
absorption (ESA) spectrum is qualitatively consistent with the
TA-UV measurements,19 and the onset of the excited-state ab-
sorption bad (at 360 nm) is slightly redshifted with respect
to the experimental value of ∼330 nm.19 We stress that the
ESA simulations from the S1 minimum were quite challenging
and we already saw some discrepancies between the CC2/cc-
pVDZ and CC2/cc-pVTZ approaches. Therefore we decided
to perform ESA spectra simulations using the larger cc-pVTZ
basis set and additionally benchmark the simulations from the
S1 minimum against the EOM-CCSD/TZVP values. In com-
parison, the cc-pVDZ and cc-pVTZ basis sets gave very sim-
ilar results for the vertical excitation energies simulated from
the T1 minimum, however, to keep consistency with the for-
mer results we also employed the CC2/cc-pVTZ approach for
the T1 ESA spectrum.
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Analysis of the CASSCF and CASVB calcula-
tions of protonated mC

The analysis of the CASSCF wave function in terms of the
spin-coupled valence bond structures using the CASVB ap-
proach provides additional information about the importance
of the resonance structures of protonated mC (ground-state in-
termediate formed in the photoinduced EDPT process), shown
in Fig. 5 in the main article. According to these calculations,
the resonance structure with the dominant weight is charac-
terized by C5=C6 and C2=N3 double bonds and the positive
charge residing on the C4 atom. Consequently, the nucle-
ophilic addition of the hydroxide anion in the C4 position is a
highly plausible process and it explains the C to U conversion
reaction which still requires one further step, e.g. deamination.
Even though the wave function analysis does not indicate high
contribution of the two remaining resonance structures shown
in Fig. 5 in the main article, the population analysis suggests
that the C2, C4 and C6 carbon atoms are positively charged
(+0.99,+0.65 and +0.21 respectively) and prone to additions
of nucleophiles.

References
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Cartesian coordinates of the crucial stationary points considered in the article

S0 and T1 minimum energy geometries of the mC-(H2O)2 cluster optimized at the MP2 and CC2 levels respectively.

Ground-state geometry

N 2.956599 0.084420 0.119875
C 2.014515 0.008097 -0.923377
N 0.700337 0.001625 -0.600988
C 0.307417 0.030454 0.660456
C 1.237049 0.097671 1.744490
C 2.553944 0.123663 1.412260
O 2.425227 -0.058933 -2.086807
N -1.018459 0.013188 0.880521
C 4.361562 0.088012 -0.253562
O -0.095423 -0.871685 -3.320706
H 0.927126 0.129835 2.776339
H 3.339359 0.174418 2.153254
H -1.370917 -0.108105 1.810445
H -1.617614 -0.141955 0.066481
H 4.561453 0.921022 -0.921731
H 4.960502 0.178563 0.647931
H 4.609062 -0.831927 -0.776946
H 0.728199 -0.552411 -2.910680
H 0.032515 -0.740667 -4.261506
O -2.314787 -0.378472 -1.654144
H -1.525121 -0.580308 -2.194703
H -2.614336 0.457665 -2.017599

T1 minimum-energy geometry

N 2.940522 0.304879 0.044308
C 1.994946 0.118338 -0.911083
N 0.689225 0.471187 -0.532741
C 0.293156 -0.100732 0.717584
C 1.184749 0.131288 1.729307
C 2.510788 0.524178 1.364305
O 2.199170 -0.311408 -2.063425
N -0.913100 -0.725734 0.705348
C 4.327405 -0.037594 -0.226959
O -0.260492 -0.970692 -3.288735
H 0.913577 0.034474 2.773107
H 3.269479 0.823110 2.069155
H -1.308563 -0.983968 1.594319
H -1.545828 -0.466417 -0.057965
H 4.468685 -0.053961 -1.303975
H 4.971580 0.717637 0.219579
H 4.572500 -1.015634 0.187385
H 0.610253 -0.739037 -2.913314
H -0.210715 -0.678938 -4.203214
O -2.184921 0.186218 -1.672878
H -1.557390 -0.251947 -2.286407
H -1.806815 1.068924 -1.594402
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S1 minimum and the S1/S0 conical intersection located along the EDPT reaction path for the mC-(H2O)2 cluster (opti-
mized using the CC2 and MR-CISD methods).

S1 minimum

N 2.694480 0.153117 -0.022367
C 1.660475 0.172437 -0.948850
N 0.427370 0.128379 -0.412774
C 0.094472 -0.149685 0.927807
C 1.119925 -0.118539 1.825013
C 2.436601 0.095391 1.364030
O 1.880737 0.257401 -2.184115
N -1.229797 -0.513886 1.131015
C 4.069169 0.166608 -0.477132
O 0.042892 -1.255131 -3.286052
H 0.940608 -0.286737 2.879302
H 3.297562 0.183914 2.006631
H -1.548348 -0.335079 2.072340
H -1.840405 -0.114457 0.429823
H 4.065934 0.244507 -1.559509
H 4.593450 1.022948 -0.048196
H 4.578128 -0.749465 -0.171135
H 0.858825 -0.758306 -3.011375
H -0.029469 -1.123525 -4.236336
O -1.241164 0.269803 -1.665402
H -0.845603 -0.375566 -2.346377
H -0.867632 1.130040 -1.917041

EDPT Conical intersection

N 2.697016 0.220398 -0.005726
C 1.652202 0.206836 -0.835993
N 0.436852 0.138175 -0.428288
C 0.129353 -0.127859 0.880473
C 1.133616 -0.200769 1.794894
C 2.454005 0.018085 1.367718
O 1.915184 0.299239 -2.126132
N -1.210295 -0.339559 1.098361
C 4.046311 0.380415 -0.497458
O 0.088844 -1.292732 -3.181412
H 0.929132 -0.402496 2.831340
H 3.308759 0.055766 2.007996
H -1.565244 -0.141013 2.011673
H -1.785548 -0.030249 0.334954
H 4.008968 0.700814 -1.526639
H 4.550747 1.135399 0.094755
H 4.588579 -0.557515 -0.434117
H 1.242186 -0.236843 -2.617486
H -0.060549 -1.223768 -4.120253
O -1.240572 0.303116 -1.687096
H -0.610429 -0.773449 -2.721626
H -0.903191 1.148010 -1.996306
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