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1 Preparation of silver standards (AgNO3)
Primary silver standard solutions were prepared following the norm1 using silver nitrate in diluted nitric acid (1 %) in
the concentrations 10 g Ag/L to 10 mg Ag/L. These solutions were stable for longer periods of time in the dark. The
reliability of the silver content measurement in the test media using GF-AAS was investigated by measuring mixtures of
silver standard solutions and test media covering four orders of magnitude, each comprising four concentrations, from 50
µg Ag/L up to 200 mg Ag/L. To achieve this, secondary silver standard solutions (1 mL) were prepared before each set of
experiments by adding volumes of 50 µL, 100 µL, 150 µL and 200 µL of silver standards to the appropriate volumes of
nitric acid (1 %). Mixtures of 100 µL test medium and 10 µL of the secondary silver standard solutions were then treated
and measured by GF-AAS according the digestion and dilution procedure described below.

2 Sample preparation for GF-AAS measurement
The described method was based on Luther et al.2 modified by using aqua regia. The sample preparation followed the
scheme shown in Figure S1 using disposable containers (Eppendorf tubes, PP, 1.5 mL) to reduce contamination risks.
Basic sample volume was 100 µL. For longer storage durations before the actual measurement samples were stabilised by
adding 10 µL of HNO3 (1 %).

Commonly, AgNP dispersions are acid digested and then diluted in acidified ddH2O using nitric acid3–7, but prelimi-
nary results proved that this approach was not applicable in this study (e.g. GF-AAS recovery of ≈ 53 % for AgNO3, 8 mg
Ag/L, in test medium for HepG2).

Hence, aqua regia digestion was chosen due to the wide range of chloride content in the test media. The high excess
of chloride prevents precipitation of silver chloride (AgCls) and ensured the formation of soluble higher silver chloride
complexes ([AgCl]aq, [AgCl2]−aq, ...)8,9. Digestion was done by adding 80 µL of concentrated HCl (37 %) and 20 µL of
concentrated HNO3 (65 %) according the procedure reported by10. Thus, the volume ratio of HCl to HNO3 is 4:1, which
amounts to a molar ratio of ≈ 3:1. After vortexing for approx. 5 s and centrifugation for 30 s at ≈ 6,700 g the opened
samples were placed in a thermostat and digested at 56 ◦C overnight. In case the samples still contained liquid after this
procedure, the temperature was increased to 95 ◦C. After cooling the dry samples to room temperature 1 mL of diluted
aqua regia (100 mL consisted of 11 mL conc. HNO3 (65 %) and 44 mL conc. HCl (37 %) and approx. 45 mL ddH2O)
was added. After vortexing for 30 s and centrifugation for 5 min at ≈ 6,700 g part of the supernatant (700 µL) was
cautiously transferred to the AAS sampler vial. In case the estimated silver concentration was higher than the upper limit
of the working range (20 µg Ag/L) subsequent dilution steps of the supernatant using the diluted aqua regia solution
were performed until the working range was reached (see example in Figure S1). Using the above described digestion
procedure the quantification limit was increased to approx. 5.6 µg Ag/L (related to the untreated sample, see description
below). The presented method led to high recovery for AgNO3 in the studied test media covering 4 orders of magnitude
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from 5 µ g/L to 200 mg/L Ag (see Figure S2).

3 Determination of silver content by GF-AAS
Total silver concentration was quantified by graphite furnace atomic absorption spectrometry (GF-AAS) using an Unicam
989 QZ AA Spectrometer (Unicam, Cambridge, UK) with GF-90 plus furnace and FS-90 plus autosampler after aqua regia
digestion. Following detailed measurement conditions were chosen: Light source was a Perkin-Elmer hollow cathode lamp
for silver powered with 9 mA (90 % of maximum power). The transmitted light was detected by photo multiplier tube at
wavelength 328.1 nm. The slit width was adjusted to 0.5 nm. Background absorption was corrected for using the Zeeman
effect.

The injected sample volume was set to 12 µL. Per injection additional 3 µL of 1 g Pd/L palladium nitrate (Pd(NO3)2)
in nitric acid 1 % served as matrix modifier. The used graphite furnace tube was coated and equipped with a L’vov plat-
form. The temperature program for the graphite furnace is given in Table S1 and was based on the recommendation of
Butcher et al. 1998, p 5111. Each sample was measured in 3 replicates. The absorption signal was recorded as peak area
(A·s). In the working range of 0.5 µg Ag/L to 20 µg Ag/L the signal was linearly correlated to the silver concentration
of the AgNO3 standard with a correlation coefficient of r2 > 0.995. The characteristic mass was m0 ≈ 2.5 pg, calculated
according to Slavin et al.12. Following MacDougall et al.13 the quantification limit in this configuration was estimated to
be 0.56 µg Ag/L (and the detection limit 0.17 µg Ag/L).

4 Data evaluation including error propagation
A calibration using a silver standard (AgNO3, 20 µg Ag/L in HNO3, 1 %, w/w) was recorded prior to each measurement.
The controlling software was set to 4 standards (5 µg Ag/L - 20 µg Ag/L). The absorption signal S was corrected for
the blank value Sb and then plotted vs. the nominal Ag concentration. The data was evaluated using linear regression
(Microsoft Excel 2007) omitting the intercept. The sample concentration c was calcutated using the linear term c =

m(S−Sb)DF with the dilution factor DF = ∏
n
i=1 DF,n.

The uncertainty ∆c was estimated using error propagation according to Ku14 from the uncertainties of the signal ∆S,
the blank value ∆Sb, the slope of regression ∆m, the sample volume ∆V and the uncertainties of the dilution factors of each
dilution step ∆DF,n. The relative uncertainty of the slope was estimated following the method of least squares15 to be 5 %.
The relative uncertainty of each dilution step was 2 %, calculated from relative volume uncertainty 1.4 %16 of the used
variable pipettes (10 - 100 µL & 100 - 1000 µL, Reference, Eppendorf, Hamburg, Germany). The relative uncertainty of
sample volume ∆V was also estimated to 2 %. For the measurement of samples with low silver content (5 - 200 µg Ag/L)
the following equation (1) applies for the estimation of ∆c. For higher silver contents further dilution steps (DF,2 and DF,3)
were conducted and were therefore considered by extending the equation (1) (see also Figure S1).
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Table S1 Temperature program of the graphite furnace during AAS measurements. The actual measurement
takes place at the atomisation step at 1900 ◦C.

Cycle step Tube temperature Hold time Temperature ramp Argon flow
[◦C] [s] [◦C/s] [L/min]

Dry step 1 120 15 10 0.2
Dry step 2 160 15 10 0.2
Pyrolysis 600 15 150 0.2
Cool down 200 15 10 0.2
Atomise 1900 5 – 0 (measurement)
Clean 2500 3 0 0.2

Fig. S1 Sample preparation for GF-AAS: Dilution sequence shown for a sample with the silver content of 10
mg/L.

Table S2 Comparison of silver contents in mg/L measured by GF-AAS, with ICP-OES and evaluation of the
plasmon resonance in UV-Vis spectra.

Sample GF-AAS ICP-OES UV-Vis (d50,3)
(nominal Ag content) aqua regia nitric acid plasmon resonance

digestion digestion evaluation
([mg Ag/L]) [mg Ag/L] [mg Ag/L] [mg Ag/L]
NanoXact (20) 14.9±0.2 14.1±0.1 14.2 (39.0 nm)
NM-300K (20) 15.0±0.3 14.5±0.4 15.6 (51.4 nm)
AgNO3 (20) 18.8±0.9 – –

3



Fig. S2 Recovery for silver nitrate solutions in biological test media using GF-AAS and sample preparation
with aqua regia. The concentration range covers 4 orders of magnitude from 5 µg Ag/L to 200 mg Ag/L
(n≥ 3). In each group of bars the data is shown for the dilution factors 1, 10, 100 up to 1000 (from left to
right). The errorbars represent the uncertainties estimated from equation (1).

Fig. S3 Recovery for 7.9 mg/L NM-300K silver nanoparticles in biological test media (DF 1000, n≥ 4 except
for Scened. n = 2). The errorbars represent the uncertainties estimated from equation (1).
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Table S3 Silver content of NM-300K stock dispersion in mg/L measured by ICP-OES (n = 3). Uncorrected
nominal silver content is 101.6 mg/L.

Vial No. date cAg [mg Ag/L] recovery [%]
6125 07/25/2011 74.3±1.0 73.2±1.0
6495 11/07/2011 78.0±0.5 76.8±0.5
6496 11/28/2011 75.2±0.8 74.0±0.8
6480 01/09/2012 77.9±0.6 76.7±0.6
6481 02/06/2012 78.1±1.0 76.8±1.0
6566 06/11/2012 80.8±0.6 79.6±0.6
7018 11/07/2012 84.2±0.8 82.8±0.8
7046 01/17/2013 86.0±2.3 84.6±2.2
7047 02/07/2013 89.1±0.3 87.7±0.3

mean ± stdev. 80.4±5.0 79.1±5.0

Fig. S4 Relation of membrane filtered (MF) silver nitrate samples (in HNO3 1 %) to directly measured
samples (n = 2, except MF for 0.03 mg/L, n = 1). The errorbars represent the uncertainties estimated from
equation (1).
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5 Determination of colloidal properties
Hydrodynamic diameters (HDD) were determined by dynamic light scattering (DLS) using a Beckman-Coulter DelsaNanoC
(Beckman Coulter, Krefeld, Germany). This device features a diode laser (30 mW, λ0 = 658 nm) and is able to measure the
scattered at scattering angles of 15◦ and 165◦. The DLS experiments were carried out at the backscattering angle 165◦.
The scattered light is detected using a photo multiplier tube and is analysed with a digital correlator. A sample volume
of 2.5 mL was filled in Sarstedt fluorescence cuvettes (polystyrene, d = 1 cm, Sarstedt, Nümbrecht, Germany) and was
thermostated at t = 25◦C in the device for 15 min before the measurement time of 600 s (10 repetitions each 60 s). The
samples were measured in three independent replicates. For the evaluation of the correlation functions g(2) the properties
of pure water for the refractive index n(658nm,25◦C) = 1.3328 and for the viscosity η(25◦C) = 0.8878 cP were used as given
by the Beckman Coulter Software. The non-negative-least-square (NNLS) algorithm was used to calculate the intensity
weighted HDD distribution. The first mode of the HDD distribution was recorded. Results for NM-300K dispersions are
given in Figure S5. Please note that the media were filtered using 0.45 µm RC syringe filters (CS Chromatographie Service,
Langerwehe, Germany) before preparing the dispersions.

The zetapotential was measured by electrophoretic light scattering (ELS) also using the Beckman-Coulter DelsaNanoC.
A sample volume of 5 mL was filled in a Flow Cell and equilibrated with same conditions described for DLS above. Here
the measurement was done at the scattering angle of 15◦. The scattered light was recorded at 5 different positions for 40
s in the cell and corrected for electroosmotic flow. The measurements were done with 3 repetitions and 3 independent
replicates. For the evaluation additionally to refractive index and viscosity the relative permittivity of pure water was used
ε = 78.3 as given by the Beckman Coulter software. The scattered light is evaluated using a Lorentz fit function assuming
one frequency peak. To calculate the zetapotential the Smoluchowski equation was used. The Henry function was set to
f (κα) = 1.5, which is valid for ionic strengths I ≥ 10 mM. Results for NM-300K are shown in Figure S6. In addition to the
zetapotential, the electric conductivity was recorded. The pH of the samples was measured using a pH electrode (Voltcraft
PH-100ATC, Conrad Electronic AG, Wollerau, Switzerland).

Additionally the UV-Vis spectra of the samples were recorded using a CADAS 200 spectral photometer (Hach Lange,
Berlin, Germany). The wavelength range 350 - 800 nm was chosen to include the plasmon resonance of the NM-300K
near 410 nm and peaks of bigger AgNP from possible agglomeration. The spectra were measured in 3 replicates corrected
for the absorption of the respective media and are given in Figure S7 as mean of the 3 replicates.
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Fig. S5 Hydrodynamic diameter of AgNP NM-300K in test media measured by DLS (n = 3) at different time
points. The dispersions in water were measured at day 0 (2 h), 1, 2, 3 and 7. For the test media the
measurements were conducted at the beginning of the test period (2 h), the respective test end (see main
text Table 1) and at an intermediate time point (Pseudok. 1 d, Daphnia 1 d, Lemna 3 d, HepG2 1 d). For
Scenedesmus only data for day 0 and 1 were recorded.
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Fig. S6 Zetapotential of AgNP NM-300K in test media measured by ELS (n = 3) at different time points
(same as for DLS, Figure S5).
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Fig. S7 UV-Vis spectra of AgNP NM-300K in test media (n = 3) at the end of the respective test periods (see
main text Table 1).
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Table S4 Species concentrations of the test media used as input parameters for the numerical speciation
calculations. The concentrations were calculated according the test protocols (see main text section 2.8). The
entry for cysteine (proteins) is used in the speciation calculation as proxy for the BSA Ag+ binding and is
calculated assuming n = 9 available cysteine groups of BSA and approximating the protein Ag+ interaction
with the Ag+ BSA data. Only components are shown here, that are listed in the modified database minteq.v4
of the software PHREEQCi (v.3)17 (see main text section 2.9).

[mmol/L] Lemna Pseudok. Elendt M7 Scened. Arthrob. HepG2
pH 5.5 8.1 7.0 6.4 7.20 6.8
Cl− 0.01025 0.64696772 4.078 8.247 11.41 109.4264
Ca2+ 1.25 0.122 1.998 0.1 0.42372
Na+ 0.00928 0.5955958 0.8658 13.065 11.41 137.7429
CO2−

3 0.64696772 0.7714 27.8646
SO2−

4 0.41063 0.0609 0.5038 1.0398 0.198
Mg2+ 0.41 0.1199 0.5002 1.0142 0.198
K+ 4.266 0.00919 0.081 8.012 5.3654
SiO4−

4 0.0352
H3BO3 0.00194 0.00299 0.0116 0.0080863
EDTA 0.00446 0.000269 0.006716 0.027661
Fe2+ 0.0036 0.024812
Fe3+ 0.00281 0.000237
NO−3 5.96 0.003224 8.012 0.8469
PO3−

4 0.733 0.00919 0.0021 3.973 5.6354
Li+ 0.0018
Mn2+ 0.00091 0.0021 0.00046 0.0025265
Rb+ 0.00015
Sr2+ 0.00014
Zn2+ 0.00063 2.20E-05 0.000095 0.00069551
MoO2−

4 0.00018 2.89E-05 0.000065 0.001133
Co2+ 6.30E-06 0.000042
Br− 0.000039
Cu2+ 6.00E-08 0.000025
J− 0.00002
SeO2−

4 0.000013
NH+

4 0.64696772 0.000005 0.000971
VO−3 0.000005
Glucose 3.70 11.1
Glutamate 0.1359
Glycine 0.1332
Cysteine (free) 0.413
Proteins [g/L] 2 80
Cysteine (proteins) 0.2597 10.395
Ionic strength 9.3 1.7 8.3 25.4 11.41 144.4
Ca2+ + Mg2+ 1.66 0.24 2.50 1.11 0.62
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Fig. S8 Silver speciation of NM-300K in algae medium for Pseudokirchneriella (OECD 201). The dotted line
represents the data for the EC50 of AgNP NM-300K.

11



Fig. S9 Silver speciation of NM-300K in algae medium for Scenedesmus. The dotted line represents the data
for the EC50 of AgNP NM-300K.

Fig. S10 Silver speciation of NM-300K in test medium for Daphnia (OECD 202). The dotted line represents
the data for the EC50 of AgNP NM-300K.
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Fig. S11 Silver speciation of NM-300K in test medium for Lemna (OECD 221). The dotted line represents the
data for the EC50 of AgNP NM-300K.

Fig. S12 Silver speciation of NM-300K in growth medium for Arthrobacter. The dotted line represents the
data for the EC50 of AgNP NM-300K.
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Fig. S13 Silver speciation of AgNO3 in growth medium for Arthrobacter. The dotted line represents the data
for the EC50 of AgNO3.

Fig. S14 Silver speciation of AgNO3 in test medium for liver cells HepG2. The dotted line represents the data
for the EC50 of AgNO3.
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Table S5 Experimental EC50 values (± standard deviation) for NM-300K from literature for the test organisms
related to the here investigated test media; data in ( )-brackets represent the confidence limits (95 %) of the
EC50 determination. Using AgNO3 EC50 as dissolved Ag concentration allowed for predicting reversely
NM-300K EC50. ∗Prediction considering also the colloidal species AgCls (see text). Toxicity data for
Desmodesmus, Danio rerio and Myriophyllum18 was also used for EC50 prediction. The toxicity data for
Desmod. (inhibition, biomass growth) were calculated as average ± standard deviation (n = 4). The toxicity
data for Danio (lethality) were calculated as average ± standard deviation (n = 5). The toxicity data for
Myrioph. (multiple endpoints) were calculated as average ± standard deviation (n = 2, average of all
endpoints) for NM-300K and for AgNO3 as average ± standard deviation (n = 1, average of all endpoints).

Test organism EC50,NM−300K EC50,AgNO3
EC50,NM−300K

experimental experimental predicted
[µg Ag/L] [µg Ag/L] [µg Ag/L]

Pseudok. 617 ± 36719 16.1 ± 4.919 436 ± 134
Scened. 1399 ± 54019 8.4 ± 3.219 228 ± 86
Daphnia m. 41 ± 1418 2.3 ± 0.320 63.1 ± 8.4
Lemna m. 496 (192 1105)21 31 (26 37)22 843 (707 1006)
Arthrob. 33380 (29940 38370)23 1430 (1210 1710)23 ∗38890 (32907 46505)
HepG2 �5000019 7080 ± 241019 192550 ± 65542
Desmod. 33 ± 1318 2.1 ± 1.418 57 ± 38
Danio r. 1000 ± 52018 71 (57 102)18 1931 (1550 2774)
Myrioph. 1438 ± 73318 38 ± 1718 1033 ± 463
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Table S6 Comparison of the experimental speciation data for membrane filtration (MF) and ultracentrifugation
(UC) with the numerical speciation approaches for Ag+ binding to proteins. The deviation Di of the numerical
data (cnum) from the experimental data (cexp) is calculated as Di = ∑i |log10Qi| with Qi = cnum,i/cexp,i. The
numerical speciation approaches are as follows (see for details section of the main document): (1) only free
cysteine; (2) BSA with 1 available cysteine-group and free cysteine; (3) BSA with 14 available
cysteine-groups and free cysteine; (4) HSA with 14 strongly binding sites, 29 weakly binding sites (acc. to
Shen et al.24) and free cysteine; (5) BSA with 1 binding site acc. to Zhao et al.25; (6) BSA with 13 available
cysteine groups and free cysteine acc. to Rombouts et al.26; (7) BSA with 9 available cysteine groups and
free cysteine acc. to Alexander & Hamilton27.

Speciation approach Ag+ binding Arthrob. HepG2 Di

(w. 8% FCS) Arthrob. HepG2 ∑

[µmol/L] [µmol/L]
Experimental speciation cexp,i

MF dissolved 0.5148 0.1378
UC dissolved & proteins 3.1728 5.5738
Numerical speciation cnum,i Di

(1) Cys dissolved 2.7020 2.7250 0.7898 1.6070 2.3967
dissolved & proteins 2.7020 2.7250

(2) BSACys1_Cys dissolved 0.2480 0.7450 0.3870 1.0394 1.4264
dissolved & proteins 2.7020 2.7520

(3) BSACys14_Cys dissolved 0.0179 0.0679 1.5287 0.6175 2.1462
dissolved & proteins 2.7020 2.7590

(4) HSA_Cys dissolved 0.7092 2.7401 0.2089 1.6068 1.8157
dissolved & proteins 2.7020 2.7410

(5) BSA_Cys dissolved 0.7541 2.7250 0.7885 1.6070 2.3955
dissolved & proteins 0.7563 2.7250

(6) BSACys13_Cys dissolved 0.3540 0.0728 0.2324 0.5873 0.8197
dissolved & proteins 2.7020 2.7290

(7) BSACys9_Cys dissolved 0.7090 0.1050 0.2087 0.4285 0.6372
dissolved & proteins 2.7020 2.7280
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