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1) Raman characterization of the structural distribution of the SWCNTs
The structural distribution (diameter distribution) of the CNTs used for the fluidic devices was 
evaluated from Raman analysis on different samples all grown in the same CCVD conditions 
(lattice-oriented growth). The diameter distribution shown in S1a was obtained from the RBM 
recorded for 95 different tubes using 532 nm and 633 nm wavelengths and was calculated using 
the relationship ωRBM (cm-1) = (235.9/dt) +5.5 which was validated for SWCNTs on thermal SiO2 

[1]. The nanotube diameters were found to range between 1.2 and 2 nm with most of tubes at 1.3-
1.5 nm. Most SWCNTs were found to display a G-band profile characteristic of semiconducting 
nanotubes. 

Figure S1: (a) Diameter distribution of the carbon nanotubes used for the microfluidic device fabrication 
(b) Picture of a CNT-based microfluidic device used for the ionic transport studies. 
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2) Raman characterization of the doping and strain along SWCNTs under and outside 
SU-8

Raman characterizations of CNTs covered by a photoreticulated SU-8 layer were carried out on 
different samples that differ by the SU-8 wall dimensions and UV exposure conditions. These 
samples were neither submitted to the oxygen plasma treatment, nor sealed by a NOA layer. Thus 
the CNTs in these samples are partially covered by a top SU-8 layer. Raman mapping of the tubes 
crossing the SU-8 walls were recorded outside and below the wall. Note that all the tube sections 
(both outside and below the wall) have been exposed to SU-8 during the channel creation step. The 
nanotube sections outside the wall were temporarily exposed to unreticulated SU-8 while the 
sections below the wall were exposed to UV during the lithography step and are consequently 
covered with a reticulated layer of SU-8. G-band mapping of the different samples showed 
significant fluctuations of the G-band frequency (ωG) along the tubes which were more pronounced 
for the tubes under the SU-8 matrix. The level and the spatial correlation of these fluctuations were 
observed to vary from one sample to another depending on the fabrication conditions of each 
sample. Four different cases were observed: 1) a double line feature observed for all the tubes under 
SU-8 where the G-band is upshifted in these lines compared to the other regions of the same tube 
(figure 4a of the main text); 2) local G-band shifts without spatial correlation between neighboring 
tubes (figure S2a); 3) negligible G-band shifts along the tubes under SU-8 (figure S2b); 4) a double-
line feature for all the tubes under SU-8 where the G-band is downshifted in these lines compared 
to the other positions along the tube (figure S2c). 



Figure S2: Raman maps of CNTs embedded in SU-8 matrix displaying the variation in intensity (left) and 
frequency (right) of the G-band along the tubes outside and below the SU-8 wall. (a) sample displaying 
local G+ shifts of 5-6 cm-1, (b) sample with no significant shifts of  2-3 cm-1, (c) sample showing important 
shifts 4-5 cm-1 and double line spatial correlation for all the tubes under SU-8.

3) MD simulation protocol

The system was composed of a periodic carbon nanotube of length 10 nm and diameter 1.4 nm for 
a total number of carbon atom equal to 1640. The nanotube was a (n,m) = (10,10) following 
Hamada notation. It was charged homogenously with a negative surface charge density of 0.038 



C/m², distributed on the carbon atoms of the nanotube. The defect charge nanotube presented a 
central part which was neutral while the other atoms kept their initial charge value. 
All the systems were completely hydrated with 207 water molecules and counter ions were added 
to the solution in order to compensate the nanotube charge. For the homogeneously charged 
nanotube, 10 potassium ions were added while only 8 were used in the case of the defect charge 
nanotube.

Figure S3: the simulated system is made of one (10,10) carbon nanotube (here the homogeneously 
charged nanotube) repeated in the three space directions according to the blue parallelepiped of 
dimension (1.68 nm; 1.68 nm; 10.19 nm). Only 2 cells were repeated in the tube axis direction and in the 
perpendicular axis direction for clarity.

Parameters for the atoms were taken from the CHARMM27 force field [2], well suited for the use 
of small aromatic molecules. The TIP3P [3] model for water molecules was used. Note that 
Ganjiani et al. [4] showed that the Lennard-Jones parameters describing the pair interaction 
between carbon atoms and water molecules influenced the hydrophobicity of the CNT. Many 
approaches dealt with the particular organization of the water layer inside confined hydrophobic 
nanotube. These layers present mostly oscillatory density profile which could be at the origin of 
selective properties of the nanopore [5, 6, 7, 8]. This layer organization could be modified 
depending on the water model and the conduction mode could be also changed depending on the 
simulation model [9]. For example, TIP3P model lead to faster diffusive conduction of the 
separated water molecules compared to TIP4P/2005 model which implied a slower conduction due 
to the formation of small water cluster in confined conditions [10]. Nevertheless, the different 
modes of conduction were not demonstrated experimentally and were only the consequences of the 
chosen model. The influence of polarizable water on the ion organization in confined system was 
also implemented. The inclusion of polarizability quantitatively affects the hydrogen bond 
network, and thus could impact the properties of confined water molecules. Indeed, tighter 
hydrogen bonds and thus shorter distance between neighbors are observed when polarizable water 
model is used. This involves a decrease of the diffusion coefficient [11]. The organization of the 
ions could thus be impacted by these properties since it depends on the water model. In particularly, 
it has been shown that hydronium attraction to the surface was due to the neglect of polarizability 
and that the movement of hydroxide to the surface did not pay for a high free energy change [12, 



13, 14]. Note however that, to be compatible with the force field of the rest of the system (i.e. ions 
and carbon nanotube), this latter should be polarizable as well. Some models were developed to 
study the influence of a local electric field on the polarization of the carbon nanotube. These models 
based on the numerical resolution of the Lippman-Schwinger relation were not fully implemented 
in the force field of molecular dynamic simulations due to the too high calculation cost [15]. The 
application of an external electric field would change the repartition of the local charges on all the 
polarizable molecules. The modified polarized dipoles could affect the resulting ionic current but 
are unlikely to suppress the activated behavior observed with local energy barriers. 
Each carbon atom was fixed to prevent mechanical stress on the water/ion diffusion. When 
equilibrated, the systems were run for 5 ns before the application of a voltage ramp to study the 
electrical response of the infinite charged nanotube. For each electric field value, a total of 50 ns 
of simulation time was performed during 5 independent runs. These ensured sufficient statistics for 
the current evaluation. When applying the electric field, the volume of the simulations was held 
constant (NVT ensemble) with the cell dimensions set at the final cell dimensions of the 
equilibration simulations. All simulations are conducted using NAMD 2.9 [16] at a constant 
temperature of 300 K maintained by the Langevin dynamics method, which has been demonstrated 
to provide reasonable dynamics for mass transport simulations. Parameters of the simulation were 
chosen as following: 1fs time steps, cut-off distance of 12 Å, switching distance of 10 Å and pair 
list distance of 13.5 Å. Particle mesh Ewald [17] is used to calculate long-range electrostatic 
interactions and a Langevin piston [18] is used to maintain a pressure of 1 bar during equilibration 
(NPT ensemble).
The ionic current I(t) was extracted from the analysis of the ionic displacement during the MD 
simulation using the following relation:

𝐼 (𝑡) =
1

𝐿∆𝑡

𝑁

∑
𝑖 = 1

𝑞𝑖 (𝑧𝑖 (𝑡 + ∆𝑡) ‒ 𝑧𝑖 (𝑡))

where t represents the time between each frame, L is the nanotube length (10 nm) and zi the 
absolute position of the ion with charge qi along the pore axis.

Statistical analysis

Figure S4: simulation snapshot showing the two different domains of charge in the SWCNT. 
Domain 1 is for the uniform charge part of the tube while domain 2 contains all the uncharged 
atoms of the tube. The red arrows indicate the limits between the two domains.



To analyze the role of the charge defects in the ion behavior, we calculated the average velocities 
of the cations inside each domain (as depicted in Fig. S4) as summarized in Table S1.

50 mV 700 mV
DOMAIN 1 1.2 ± 0.4 m/s 38 ± 3 m/s
DOMAIN 2 5.0 ± 0.9 m/s 61 ± 8 m/s

Table S1: average velocities of ion in domains 1 and 2 during the simulations at voltage 50mV and 
700mV.
The presence of a periodical charge defect inside a small nanopore decreases the average velocity 
of the confined particles compared to the system free of defect by a factor depending on the ion 
position (8 at small voltage and 4 at high voltage in domain 1, and only 2 in domain 2). The charge 
defect which creates an energy barrier close to 2kT (see figure S8) accelerates the ion by a factor 
a nearly 4 (2) at small voltage (high voltage, respectively). The ions, when submitted to an oriented 
force, do not belong to their lower energy state (the uniform negative part of the tube labeled as 
domain 1) when passing through the defect and diffuse rapidly to reach the opposite stable domain. 
Note that no significant modification of the water coordination number was observed inside each 
domain, confirming that the water density inside the SWCNT is enough.
The mean crossing of ions (red arrows in Fig S4) corroborates this interpretation. Indeed, at small 
voltage, only 42 ± 5 ions can cross the barriers while 330 ± 20 ions diffused from one side to the 
other at high voltage and for every 10 ns. The strong ion slow down at small voltage (compared to 
the free-of-defect case), partially compensated at higher voltage, is at the origin of the activated I=f 
(V) curves observed in the simulations.

4) Modeling of the activated I-V curves

Modeling of the activated I-V curves was performed using a model inspired by the Butler-Volmer 
model [19]. In this model, the circuit is viewed as two interfaces in series and thus the I-V equation 
can be written as follows:

                                                                                                                                              (eq. SI1)

where α is a dimensionless parameter accounting for the asymmetry and V is the applied voltage.  
As observed in figure S5, this model alone cannot account for the observed experimental data since 
it can correctly fit either the low voltage or high voltage regime, but not both simultaneously. 

𝐼(𝑉) =
𝑘𝐵𝑇

𝑒
 𝐺𝑖(𝑒𝑥𝑝[(1 ‒ 𝛼)𝑒𝑉

2𝑘𝐵𝑇 ] ‒ exp [ ‒
𝛼𝑒𝑉

2𝑘𝐵𝑇])



Figure S5: experimental I-V curves of device 3 fitted using the model inspired by the Butler-Volmer 
model.

Semi-phenomenological model
In this approach, the system is viewed as being composed of five different regions (reservoir 1, 
interface 1, nanopore, interface 2, and reservoir 2) contributing to the total impedance of the whole 
system with the interfacial impedance being dependent on the electrical potential (V) (contrary to 
the nanopore impedance).
At steady state, the electrical current is constant across the system. If the impedance of the two 
reservoirs is considered as negligible (thanks to the large aspect ratio of the nanopores), as was 
experimentally verified, the current I can be expressed as follows:  

                                                                                                                                         (eq. SI2)

(eq. SI3)

where  is the nanopore conductance, Gi is the interfacial conductance in the linear 𝐺𝑛𝑝 = 𝜋𝑟 2
𝑛𝑝𝜅𝑛𝑝 𝐿

regime (i.e. at low voltage), and α is the asymmetry parameter. To account for symmetric I-V 
curves, α = 1/ 2 is used since the configuration at both sides of the CNT (i.e. the nature of the 
interface and the electrolyte concentration) is considered symmetrical. The I-V curves can then be 
plotted using Vi as a parametric variable:

                                                                                                                                              (eq. SI4)

                                                                                                                                              (eq. SI5)

where at room temperature. These equations lead to a linear response of the current 𝑘𝐵𝑇 = 25 𝑚𝑒𝑉 

at low and high voltages:

     ;    𝑉 = 𝑉𝑛𝑝 + 2𝑉𝑖 𝐼 = 𝐺𝑛𝑝𝑉𝑛𝑝
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𝑒
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        (eq. SI6)

In the intermediate voltage regime the equations can be simplified by keeping only the dominant 
term of the exponential contributions:

                                                                                                                      (eq. SI7)

which thus gives rise to a linear “Log (I) - V” behavior when the last term in eq. 7 dominates. 
However, in the high voltage regime the first term dominates, giving rise to a linear “I-V” behavior. 
Gnp and Gi can be used as fitting parameters to reproduce the experimental voltage-activated I-V 
curves. 
In figure S6, the experimental voltage-activated I-V curves are fitted using equation 7. In general 
good agreement is observed between the semi-phenomenological modeling and the experimental 
data: the best agreement is found for devices 3, 4 and 5.1 while the agreement for devices 1 and 2 
is fair but slightly less accurate. The Gi and Gnp values extracted from the fits are presented as a 
function of the KCl concentration in Table S2.

Table S2: Summary of the interfacial conductance (Gi) and nanopore conductance (Gnp) for the different 
devices obtained from the fit using the developed semi-phenomenological model.

Device 1 Device 2 Device 3 Device 4 Device 5.1

CKCl (M) 0.1 1 0.1 1 0.01 0.1 1 0.01 0.1 1 0.01 0.1 1

Gi (pS) 5.7 2.7 0.4 0.9 11.2 12.5 6.7 0.08 0.04 0.4 0.1 0.4 11.4

Gnp (pS) 79.5 125.7 33.4 61 25.3 33 61.2 3.5 10 8.1 9.5 10.7 8.7

Gnp/nb of 
tubes

7.2 11.4 1.1 2.1 8.4 11 20.4 0.15 0.4 0.4 1.2 1.4 1.1

𝑉 = 𝑉𝑛𝑝 + 2𝑉𝑖 ≈
𝐼

𝐺𝑛𝑝
+

2𝑘𝐵𝑇

𝑒(1 ‒ 𝛼)
𝑙𝑛( 𝑒𝐼

𝑘𝐵𝑇𝐺𝑖
)





Figure S6: Summary of the experimental data (SEM, I-V and G-C) of the different characterized devices. 
“5.1” corresponds to the data collected for device 5 on the first day of measurements while “5.2” 
corresponds to the data collected for device 5 from the second day of measurements.

Fits of the conductivity of the MD simulations and experiments

We fitted the conductances measured in the MD simulations (Fig. 3 of the article) at high voltage 
(V > 500 mV) and found, for R = 0.4 nm and L = 10 nm, the following conductivities: κ = 711 
S/m for the red curve without any charge defect and κ = 305 S/m for the blue curve with a defect 
of 0 charge over 2 nm. Knowing that the average surface charge density is σ = −ne/(2πRL) where 
n is the number of charges on the nanopore surface (n = 10 without defect and n = 8 with the 
defect), one can use the formula for the nanopore conductance given in Ref. [20]:



(eq. SI8)

with the conductivity given by the formula in eq. SI9.

 (eq. SI9)

where e is the elementary charge, cs is the salt concentration in the reservoirs, η = 10-3 Pa.s the 
solvent viscosity, µ± are the bulk mobilities of cation and anions, and b is the slip length. The 
normalized surface charge density σ* is defined as

(eq. SI10)

where lB is the Bjerrum length. The slip length is the only unknown parameter that we use as a 
fitting parameter. The fits shown in Fig. 3 of the article yield b = 29.4 nm for the non-defect case 
and b = 19.9 nm for the case with defect. The fact that the slip length decreases is a signature of 
the presence of a defect. It is important to note that Eq. (SI9) has been obtained for a 
homogeneously charged nanopore and that the use of this formula with a defect present is not a 
priori valid. The problem is much more involved in this case and will be treated elsewhere.

To check the value of the slip length for the non-defect case, b = 29.4 nm, we compare the velocity 
profiles obtained numerically for two different voltages ∆V = 50 and 700 mV with the one obtained 
analytically. It is the solution of the following Stokes equation:

(eq. SI11)

where  (r) is the electrostatic potential in the cylindrical pore at radial distance r. Solving the 𝜙
Poisson-Boltzmann in the case where only counter-ions are present in the pore, as in the simulations, 

one obtains, with the boundary condition  :

∂𝜙
∂𝑟

(𝑅) = 𝜎/𝜖

(eq. SI12)

The velocity profile in eq. SI12 is plotted in figure S7 without a fitting parameter. One finds 
excellent agreement, indirectly justifying the use of eq. SI9 for the conductivity.

𝐺 =
𝜋𝑅2

𝐿
𝜅

𝜅 = 𝑒2(𝜇 + + 𝜇 ‒ )𝑐𝑠 1 + ( 𝜎
𝑒𝑅𝑐𝑠

)2 +  
𝑒|𝜎|

𝑅
 (𝜇 + ‒ 𝜇 ‒ ) +

𝜎2

2𝜂[ 2

𝜎 ∗ (1 ‒
ln (1 + 𝜎 ∗ )

𝜎 ∗ ) + 4
𝑏
𝑅]

 

𝜎 ∗ = |𝜎|
𝜋𝑅𝑙𝐵

𝑒
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𝐿

 
𝜖
𝜂

 [𝑏
∂𝜙
∂𝑟

(𝑅) +  𝜙(𝑅) ‒ 𝜙(𝑟)]

𝜐(𝑟) =
∆𝑉
𝐿

 
𝜎
𝜂

 [𝑏 +  
𝑅

2𝜎 ∗
ln [1 + 𝜎 ∗ (1 ‒ (𝑟

𝑅)2)]]



Figure S7: Water velocity profiles in the nanopore from the MD simulations for the 
non-defect case at two applied voltages ∆V = 50 mV (blue) and 700 mV (yellow). The 
solid curves are Eq. (12) with no fitting parameter.

Figure S8: Potential of mean force (PMF) (z) = -(1/kT) ln [ion(z)/ 0] where ion(z) is the ion 
density  along the z axis of the CNT in the absence of an applied field with a 2-nm neutral section 
extracted from the concentration of counter-ions.



Concerning the experimental data, we fitted the conductances in Fig. 2h using the equations SI8 
and SI9 for the nanopore conductance but with a surface charge density  which is not fixed but 
given by the charge regulation model:

              (eq. SI13)
𝜎 =

𝜎0

1 + 10
𝑝𝐾𝑎 ‒ 𝑝𝐻

𝑒
‒ 𝑒𝜙(𝑅)/(𝑘𝐵𝑇)

with where n is the number of ionizable groups on the nanopore surface, pKa = 𝜎0 =‒ 𝑛𝑒/(2𝜋𝑅𝐿) 

-ln(Ka) where Ka is their dissociation constant, and  the electrostatic potential at the nanopore 𝜙(𝑅)
surface. To relate the latter to the surface charge density, we use the following interpolation 
formula:

                 (eq. SI14)
𝑒

‒ 𝑒𝜙(𝑅)/(𝑘𝐵𝑇)
≈

𝜎 ∗ (1 + 𝜎 ∗ )

𝜋𝑙𝐵𝑅2𝑐𝑆
[ 1 + [ 𝜋𝑙𝐵𝑅2𝑐𝑆

𝜎 ∗ (1 + 𝜎 ∗ )]2 + 1]
These two equations yield an implicit relation between  and the salt concentration cS, valid for 
the whole concentration range.

5) Additional experimental data of ion transport

Abrupt change of I-V behavior from activated to linear

Figure S9: I-V characteristic behavior of device 5 showing an abrupt change of I-V response from 
activated to linear on the second day of measurements.



Stochastic current variations

Figure S10: Typical segments of real-time current traces showing the voltage dependent 
variations observed in device 2 at high concentrations and voltages.

Cation selectivity

Additional cation selectivity studies were carried out for the devices that showed linear I-V 
behaviors (device 5.2 and 6; “5.2” corresponds to the data collected for device 5 from the second 
day of measurements.) using 1 M cationic chloride solutions. The obtained results, previously 
reported and discussed in a separate paper [21], are summarized in table S3. The ionic conductances 
measured for the different cations were at least one order of magnitude higher than expected from 
bulk electrophoretic transport and did not scale with the corresponding bulk electrophoretic 
mobility. This evidences a selective cation transport probably governed by a competition between 
steric and electrostatic effects. These results support that cations are the main charge carriers and 
that the SWCNT surface is negatively charged.

Table S3: Summary of the conductance (G) and normalized conductance (G/Gbulk) obtained for the 
different cations studied in two different devices (device 5.2 and 6) using 1 M electrolytes solutions.

Li+ Na+ K+ Cs+

G (pS) 17 35 40 34
Device 5.2

G/Gbulk 27 62 61 24
G (pS) 16 28 17 -

Device 6
G/Gbulk 15 25 12 -



Table S4: Summary of the experimental data (I-V and G-C using KCl electrolyte, cation effect 
and other additional tests) of the different devices characterized. 
Device summary

Device 1 2 3 4 5.1 5.2 6

Nb. of 
tubes 11 30 3 25 8 8 1

Kite / 
lattice-

oriented

Lattice-
oriented

Lattice-
oriented

Kite
Lattice-
oriented

Lattice-
oriented

Lattice-
oriented

Kite

Tube 
length 
(µm)

40 40 40 40 40 40 20

I-V Voltage-
activated

Voltage-
activated

Voltage-
activated

Voltage-
activated

Voltage-
activated

Linear Linear

G-C Weak 
dependence

Weak 
dependence

Weak 
dependence

Weak 
dependence

Sublinear Sublinear Sublinear

Cation 
selectivity - - - - -

Li+ < Cs+ < 
K+≈ Na+

K+ < Li+ 

<Na+

I (pA) at 1 
V and 1 M 

KCl
49 11 31 3 6 45 25

Additional

Info.
-

Stochastic 
fluctuations 

at high 
voltages for 
1 M and 3 

M KCl

- - - - -
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