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1 Experimental section

1.1 General Experimental

All compounds were obtained from: Sigma Aldrich, Alfa Aesar and Fluorochem unless specified. UV
irradiations were performed using a Rayonet RPR-200 with 6×RPR-2547A lamps or with 6×RPR-3000A
lamps. Solution pH values were measured with a Corning pH meter 430 with a Fischerbrand FB68801 semi-
micro pH probe or a Mettler Toledo Seven Compact pH meter with a Mettler Toledo InLab semi-micro pH
probe. Water (H2O) refers to deionised water produced by an Elga Option 3 purification system unless
specified otherwise. Melting points were determined using an Electrothermal standard digital apparatus.
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Melting points are quoted to the nearest ◦C and are uncorrected. Bruker NMR spectrometer AVANCE
III 600 equipped with a Bruker 5 mm cryoprobe (600 MHz) and Bruker NMR spectrometer AVANCE
III 400 with a QNP probe were used to provide 1H NMR data. All spectra were recorded at 298 K. All
reported chemical shifts (δ ) are given in parts per million (ppm) relative to residual solvent peaks, and
1H spectra calibrated using the residual solvent peaks relative shift to TMS. Coupling constants (J) are
given in Hertz (Hz). The following abbreviations refer to spin multiplicities: s (singlet); d (doublet); t
(triplet); m (multiplet); or any combination of these. Diastereotopic geminal (AB) spin systems coupled
to an additional nucleus are reported as ABX. NMR data are stated as follows: chemical shift (number of
protons, multiplicity, coupling constants (J), nuclear assignment). Ultraviolet spectra (UV) were recorded
on a Shimadzu UV-1800 UV spectrophotometer. Absorption maxima are reported in wavelength (nm).
Infrared spectra (IR) were recorded on a Shimadzu IR Tracer 100 FT-IR spectrometer. Absorption maxima
are reported in wavenumber (cm−1).

1.2 Methods

1.2.1 General Irradiation Procedure
A solution of specified thione (6.00 mmol, 2 mM in H2O/D2O 9:1) and any other specified species (6.00

mmol, 2 mM in H2O/D2O 9:1) was adjusted to pH 6.5 and then degassed with a stream of nitrogen for
3 h in a quartz tube. The tube was sealed with a rubber septum, flushed with argon and then kept under
positive pressure argon atmosphere. The solution was irradiated using the specified UV lamps for 16 h at
38◦C, then left to relax for 1 h. The solution was lyophilised, and the resulting lyophilite dissolved in D2O
and analysed by NMR spectroscopy. A solution of potassium hydrogen phthalate (0.100 M, 50.0 µL, 5.00
µmol in D2O) was added as an internal NMR standard and NMR spectra were then reacquired.

1.2.2 Irradiation of arabinose oxazolidinone thione AOT
Arabinose oxazolidinone thione (AOT) was submitted to the general irradiation procedure with 254

nm or 300 nm lamps. Analyses of NMR spectra showed that 68% and 83% of AOT was returned after
irradiation at 254 nm and 300 nm, respectively. After 254 nm irradiation arabinose oxazolidinone (AOD)
(4%) was observed (Fig. 1).

Fig. 1 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectra show the products of the irradiation of AOT (2 mM) in neutral solution. Spectrum (a)
show the products of 254 nm irradiation after 16 h. Spectrum (b) to show the products of 300 nm irradiation after 16 h.

1.2.3 Irradiation of ribose oxazolidinone thione ROT
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Ribose oxazolidinone thione (ROT) was submitted to the general irradiation procedure with 254 nm or
300 nm lamps. Analyses of NMR spectra showed 47% and 78% of ROT remained after 254 nm and 300
nm, respectively. After 254 nm irradiation ribose oxazolidinone (ROD) (10%) was observed. (Fig. 2).

Fig. 2 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectra show the irradiation of ROT (2 mM) in neutral solution. Spectrum (a) show the
products of 254 nm irradiation after 16 h. Spectrum (b) show the products of 300 nm irradiation after 16 h

1.2.4 Hydrolysis control of ribose oxazolidinone thione ROT

A solution of ROT (0.500 mL, 2.00 mM) at pH 6.5 was heated at 45 ◦C for 16 h. The solution was cooled
and analysed by NMR. Analyses of NMR spectra showed 86% ROT remained with no other products
visible by NMR (Fig. 3).

Fig. 3 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectrum shows the stability of ROT (2 mM, pH 6.5) to incubation in H2O at 45 ◦C over 16 h.

1.2.5 Simultaneous irradiation of arabinose oxazolidinone thione AOT and adenine A

AOT and adenine (A) were submitted to the general irradiation procedure with 254 nm lamps. Anal-
yses of NMR spectra showed that 80% and 100% of AOT and adenine were returned, whilst arabinose
oxazolidinone (AOD) (3%) was observed to form (Fig. 4).
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Fig. 4 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectrum to show the irradiation (254 nm) of AOT (2 mM) and adenine (A) (2 mM) in neutral
solution for 16 h.

1.2.6 Simultaneous irradiation of arabinose oxazolidinone thione AOT and adenosine Adn
AOT and adenosine (Adn) were submitted to the general irradiation procedure with 254 nm lamps.

Analyses of NMR spectrum showed that 79% and 82% of AOT and adenosine (Adn) were returned, whilst
arabinose oxazolidinone (AOD) (9%) was observed to form (Fig. 5).

Fig. 5 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectra to show the irradiation (254 nm) of AOT (2 mM) and adenosine (Adn) (2 mM) in
neutral solution for 16 h.

1.3 Compound Synthesis and Characterisation

1.3.1 Arabinose oxazolidinone thione AOT

Fig. 6 Arabinose oxazolidinone thione (AOT)

Arabinose oxazolidinone thione (AOT) compound was synthesised following a literature protocol and
the compounds data was found to match the literature values.1 δH (600 MHz, D2O): 6.07 (1H, d, J = 5.8 Hz,
H1′), 5.33 (1H, d, J = 5.8 Hz, H2′), 4.51 (1H, s, H3′), 4.25 (1H, m, H4′), 3.63 (1H, ABX, J = 12.4, 5.3 Hz,
H5′), 3.51 (1H, ABX, J = 12.4, 7.5 Hz, H5′′); δC (150 MHz, D2O): 190.0 (C2), 92.5 (H2′), 90.5 (H1′), 87.8
(H4′), 75.2 (H3′), 61.6 (H5′). HRMS (ESI): C6H10NO4S predicted mass 192.0331 [M+H], found 192.0332.
IR (cm−1): 3394 (NH), 3299 (OH), 2991-2871 (CH), M.P.: seen 137-139 ◦C. λ max (nm) = 241.
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1.3.2 Ribose oxazolidinone thione ROT

Fig. 7 Ribose oxazolidinone thione (ROT)

Ribose oxazolidinone thione (ROT) compound was synthesised following a literature protocol and the
compounds data was found to match the literature values.1 δH (600 MHz, D2O): 6.19 (1H, d, J = 5.4 Hz,
H1′), 5.36 (1H, t, J = 5.4 Hz, H2′), 4.28 (1H, dd, J = 9.4, 5.4 Hz, H3′), 3.99 (1H, ABX, J = 12.6, 2.0 Hz,
H5′), 3.81 (1H, ddd, J = 9.4, 4.8, 2.0 Hz, H4′), 3.77 (1H, ABX, J = 12.6, 4.8 Hz, H5”); δC (150 MHz, D2O):
191.1 (C2), 89.0 (C1′), 85.9 (C2′), 79.3 (C4′), 70.9 (C3′), 60.0 (C5′). HRMS (ESI): C6H10NO4S predicted
mass 192.0331 [M+H], found 192.0334. IR (cm−1): 3438-3149 (O-H), 2993-2902 (C-H). M.P.: seen 157
◦C (decomp). [α]D20 +150.2 (c = 0.10, CHCl3). λ max (nm) = 241.

1.4 Compound Spectra

1.4.1 Arabinose oxazolidinone thione AOT

Fig. 8 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectrum of AOT

Fig. 9 13C NMR (150 MHz, DMSO, 56.0–200.0 ppm) spectrum of AOT
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1.4.2 Ribose oxazolidinone thione ROT

Fig. 10 1H NMR (600 MHz, D2O, 3.0–6.5 ppm) spectrum of ROT

Fig. 11 13C NMR (150 MHz, DMSO, 56.0–200.0 ppm) spectrum of ROT

1.4.3 UV spectra
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Fig. 12 UV/Vis spectra (400–190 nm, H2O) of AOT
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Fig. 13 UV/Vis spectra (400–190 nm, H2O) of ROT

2 Theoretical section

2.1 Computational methods

The ground-state minimum energy structures and harmonic vibrational frequencies were computed using
the Kohn–Sham density functional theory (KS-DFT) employing the B3LYP hybrid functional2, augmented
by the D3 dispersion correction3 with Becke–Johnson damping4 and the def2-TZVPP basis set.5 The out-
lined level of theory is further denoted as B3LYP-D3(BJ)/def2-TZVPP. The implicit solvation model was
used to assess relative differences between the Gibbs free energies of pentose oxazolines in order to esti-
mate the most stable arrangements of their sugar ring in bulk water. Solvent effects exerted by bulk water
were estimated by performing single-point calculations assuming polarizable continuum model (PCM) for
the gas-phase optimized equilibrium geometries located at the B3LYP-D3(BJ)/def2-TZVPP level. The KS-
DFT ground state and PCM calculations were performed using Gaussian 16 package.6

Stationary points on excited-state potential energy surfaces were located using algebraic diagrammatic
construction to the second order method [ADC(2)]7–9 with the cc-pVTZ basis set.10 Calculations of verti-
cal excitations were performed using the ADC(2)/cc-pVTZ method, assuming the ground-state geometries
optimized with the B3LYP-D3(BJ)/def2-TZVPP method. The characters of electronic transitions of the
excited states were assigned based on analysis of natural transition orbitals11 (NTOs) obtained by means of
the TheoDore package.12 Non-equilibrium solvation effects exerted by aquatic environment on the bright
excited states were estimated using non-equilibrium polarizable continuum model (PCM) in the perturbed
state-specific approach13,14 with fully perturbative energy- and density-based correction variant, denoted as
ptSS-PCM(PTED), combined with the ADC(2)/TZVP method as implemented in the Q-CHEM 5.0 pack-
age.15 The potential energy profiles (PEPs) of plausible radiationless singlet deactivation pathways were
obtained by linear interpolation in internal coordinates (LIIC) and the energies of ground and excited elec-
tronic states were computed using the MP2 and ADC(2) methods, respectively.9 The minimum-energy
excited state geometries, harmonic vibrational frequencies, vertical excitation energies and PEPs were ob-
tained using the TURBOMOLE 7.1 program.16

The minimum-energy crossing points (MECPs) were located utilizing the sequential penalty constrained
optimization implemented by Levine et al. in the CIOpt package.17 These MECPs were optimized using
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the energies and analytical gradients obtained at the MP2/ADC(2) level employing the cc-pVTZ basis set.
For this purpose we interfaced the CIOpt package17 with the TURBOMOLE 7.1 program.16 To validate
the geometries in the S1 minimum and the S1/S0 MECPs, these crucial points were reoptimized at the
XMS-CASPT2/SA-CASSCF/cc-pVDZ level applying analytical gradients and nonadiabatic couplings im-
plemented in the Bagel program.18,19 The active space in CASSCF calculations consisted of σ , σS, πS,
nS and π∗, σ∗S , σ∗ orbitals. A similar approach was used to validate the T1 minimum and T1 S0 MECP,
however, in this case CIOpt package interfaced with the Bagel code was used to optimize these structures
utilizing energies and analytical gradients calculated at the XMS-CASPT2/SA-CASSCF/cc-pVDZ level.
The active space in calculations for triplet state consisted of σS, πS, nS and π∗, σ∗S orbitals. The choice
of orbitals in active spaces was based on the rules proposed by Veryazov et al.,20 who suggested that the
natural orbital occupations of active orbitals should be in the range 0.02–1.98.

The spin-orbit couplings (SOCs) were computed for the S1 T2 MECP (active space: 8 electrons in 7 or-
bitals) and the T1 S0 MECP (active space: 8 electrons in 8 orbitals) at the MS-CASPT2/SA-CASSCF/cc-
pVTZ-DK level of theory. The scalar relativistic effects were incorporated in the calculations through the
2nd order Douglas–Kroll–Hess Hamiltonian. The intersystem crossing (ISC) rate for the S1 →T2 MECP
ISC was estimated applying the time-dependent approach based on the short-time approximation of the
time correlation function proposed by Etinski et al.21 The required vibrational normal modes and harmonic
vibrational frequencies for the S1 and T2 states were computed at the ADC(2)/cc-pVTZ level. In order
to include the mixing of vibrational normal modes after electronic transition, the Duschinsky transforma-
tion was employed to represent the final-state normal modes as a linear combination of the initial-state
normal modes. The SOCs calculations were conducted using MOLCAS 8.0,22 ADC(2) calculations were
performed in TURBOMOLE 7.1 package,16 whereas the ISC rate was computed using our in-house code.

The simulated absorption spectra were obtained using the independent mode, displaced harmonic oscil-
lator model (IMDHO).23,24 The vertical excitation energies, oscillator strengths and excited-state gradients
for the 10 and 8 lowest-lying excited states were calculated for O4’-exo AAO and C2’-endo AOT, respec-
tively, employing the ADC(2)/cc-pVTZ method, assuming the ground-state minimum-energy structures and
the ground-state analytical harmonic vibrational frequencies computed at the B3LYP-D3(BJ)/def2-TZVPP
level. The absorption spectra were simulated using the ORCA 4.0 program.25 The ADC(2) and B3LYP-D3
calculations were performed utilizing the TURBOMOLE 7.1 program.16 Homogeneous line broadenings
for electronic transitions required in the IMDHO model were taken as 10 cm−1, whereas the inhomogeneous
broadenings were estimated based on QM/MM calculations. In the latter case the molecular dynamics (MD)
simulations were used to sample the possible arrangement of water molecules around rigid AOT or AAO.
500 configurations were then extracted for each system from the final phase of MD simulations. The cho-
sen geometries were further used to calculate vertical excitation energies of AOT and AAO in the presence
of water molecules which were incorporated in quantum mechanical calculations by means of polarizable
embedding scheme26 combined with the CC2/def2-SVP level of theory (PERI-CC2). The estimated inho-
mogeneous broadenings for electronic bright states of AOT and AAO amount to 391.2 and 424.2 cm−1,
respectively. The technical details of the conducted MD simulations are outlined in the next paragraph.

The ground-state minimum-energy structures of C2’-endo AOT and O4’-exo AAO obtained at the
B3LYP-D3(BJ)/PCM/def2-TZVPP level were assumed in the MD simulations as rigid solutes. The AOT
and AAO molecules were then placed at the center of rectangular boxes composed of either 3384 and
3327 TIP3P27 water molecules, respectively. The Generalized Amber Force Field (GAFF2) was applied to
describe bonding and non-bonding interactions of solutes and their atomic charges were fitted employing
CHELPG approach28 at the B3LYP-D3(BJ)/PCM/def2-TZVPP level with the cutoff distance taken as 12 Å.
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In order to obtain reliable sample of configurations from MD simulations we initially optimized rectangular
boxes of molecules in 2000 steps. To achieve ambient temperature of systems (300 K), we performed MD
simulations within isothermal-isochoric (NVT) ensemble for 1 ns with 0.002 ps time step, using SHAKE
scheme to constrain hydrogen atoms. Subsequently, MD simulations based on isothermal-isobaric (NPT)
ensemble were conducted for 5 ns to achieve equilibrated systems at ambient conditions (300 K and 1 bar
pressure). The final production phase of MD simulations was carried out for 10 ns with the same set-
tings as previously. MD simulations and ab initio calculations were performed using AMBER 1629 and
TURBOMOLE 7.116 packages, respectively.

The alternative method of simulating absorption spectra was based on the nuclear ensemble method30

with 500 points taken from the Wigner distribution for all normal modes computed at the MP2/cc-pVTZ
level. Properties of the lowest-lying 10 and 8 excited states, respectively for AOT and AAO, were cal-
culated using the ADC(2)/cc-pVTZ method to provide excitation energies and oscillator strengths. These
absorption spectra were simulated using the NEWTON-X 2.0 package31,32 interfaced with TURBOMOLE
7.1 program.16

2.2 Conformers of arabinose and ribose oxazolidinone thiones and aminooxazolines

Table 1 Vertical excitation energies of AAO and AOT calculated using the ADC(2)/cc-pVTZ method, assuming the ground-state geometries
optimized at the B3LYP-D3(BJ)/def2-TZVPP level. Orbital characters were determined using Natural Transition Orbitals. The values in
parentheses were estimated assuming implicit solvent model.

State / Transition Eexc/[eV] fosc λ /[nm]

O4’-exo arabinose aminooxazoline

S1 πσ∗ 6.95 0.023 178.4
S2 ππ∗ 7.02 (7.08) 0.085 176.6
S3 πσ∗ 7.34 0.005 168.9
S4 nNπ∗ 7.43 0.103 166.9

C2’-endo arabinose oxazolidinone thione

S1 nSπ∗ 4.06 0.000 305.4
S2 πSπ∗ 5.32 (5.34) 0.373 233.1
S3 nSσ∗ 6.85 0.002 181.0
S4 ππ∗ 6.93 0.066 178.9

The Gibbs free energy calculations including water solvent effects at the B3LYP-D3(BJ)/def2-TZVPP/PCM
level were performed for the essential conformational arrangements of the sugar ring in arabinose and ri-
bose oxazolidinone thiones (OT) and the corresponding aminooxazolines (AO) to establish their preferable
conformers in bulk water at ambient conditions.

The computational explorations of arabinose OT suggest that the C2’-endo (cf. Fig 14) structure is
slightly more stable than the C3’-endo conformer (the Gibbs free energy is lower by 1.15 kcal/mol). Con-
sequently, we anticipate that both conformational isomers of AOT sugar moiety could be present in water
solution. The computed Gibbs free energies of the selected ribose OT conformers suggest that the C4’-exo
conformer (cf. Fig 14) is more stable by 3.01 kcal/mol than the C2’-endo structure. To verify the effect
of substitution of arabinose by ribose in OT we computed also the vertical excitation energies for the most
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stable C4’-exo OT (see Tab. 2 and Tab. 1 in the article). These results show that the vertical excitations of
ribose and arabinose OT are consistent, even though they were calculated for different sugar rings having
different conformations, thus we conclude that different sugar moieties and conformations of OT should
not result in visible differences in the photophysics and photochemistry of different OT forms. This is due
to the fact that the orbitals determining the character of the lowest-lying excited states are localized on the
oxazoline or oxazolidinone thione fragments.

The computational studies of arabinose AO indicate that the O4’-exo conformer should be considered as
the most stable arrangement in bulk water (cf. Fig 14), which is lower in Gibbs free energy by merely 1.34
kcal/mol than the C3’-endo structure. Based on these results, we suspect that both the O4’-exo and C3’-
endo conformational isomers could be found in aqueous solution. Also in this system the conformational
arrangements of the sugar ring should not significantly affect the vertical excitation spectrum. Finally,
considering the stability of ribose AO conformers, we found only one stable conformational arrangement
of the sugar ring which is the C4’-exo structure (cf. Fig 14). The computed vertical excitation energies for
this structure, shown in Tab. 2, agree well with the vertical excitation energies computed for the O4’-exo
AAO.

C2’-endo AOT O4’-exo AAOC4’-exo ROT C4’-exo RAO

Fig. 14 The ground state structures located at the B3LYP-D3(BJ)/def2-TZVPP level corresponding to the most stable conformational isomers
of arabinose and ribose oxazolidinone thiones (AOT and ROT) and aminooxazolines (AAO and RAO).
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Table 2 Vertical excitation energies of ribose aminooxazoline (RAO) and oxazolidinone thione (ROT) calculated at the ADC(2)/cc-pVTZ
level assuming the equilibrium geometries optimized using the B3LYP-D3(BJ)/def2-TZVPP method. Characters of the excited states were
assigned analyzing the natural transition orbitals (NTOs).

State / Transition Eexc/[eV] fosc λ /[nm]

C4’-exo RAO

S1 πσ∗ 6.98 0.035 177.6
S2 nNπ∗ 7.15 0.017 173.4
S3 nσ∗ 7.26 0.051 170.8
S4 ππ∗ 7.29 0.126 170.1

C4’-exo ROT

S1 nSπ∗ 4.08 0.000 303.9
S2 πSπ∗ 5.34 0.399 232.2
S3 nSσ∗ 6.83 0.006 181.5
S4 ππ∗ 6.95 0.074 178.4

2.3 A comparison of the simulated UV-absorption spectra

To elucidate the influence of a particular choice of ab initio methods and models used to simulate the UV
absorption bands of AOT and AAO, we applied the CC2 and ADC(2) methods combined with the IMDHO
and nuclear ensemble frameworks. The resulting simulated spectra along with the available experimen-
tal data are shown in Fig. 15. The best agreement with the experimental spectra for AOT was obtained
applying the IMDHO model (IM) assuming the ground-state minimum energy structure and harmonic vi-
brational frequencies calculated at the B3LYP-D3(BJ)/def2-TZVPP level and vertical excitation energies
and excited-state gradients calculated using the ADC(2)/cc-pVTZ method. The IMDHO spectra simulated
at the CC2/cc-pVTZ level are clearly consistent, although the main absorption band for C2’-endo AOT is
slightly blue-shifted by less than 10 nm.

The alternative (NX) model used for simulating the UV absorption spectra was based on the nuclear
ensemble approach using the ADC(2)/cc-pVTZ and MP2/cc-pVTZ methods for excited and ground state
calculations, respectively. In the case of C2’-endo AOT the NX approach predicted UV absorption spec-
trum that is consistent with the experimental and the corresponding IM spectrum, although with a smaller
broadening.

All simulated UV-absorption spectra of the O4’-exo AAO demonstrate very similar features. Interest-
ingly, the electronic ground state of AAO computed either at the B3LYP-D3(BJ) or CC2 levels within the
IMDHO framework gave virtually identical UV-absorption spectra, and the vertical excitations calculated
using the ADC(2) or CC2 methods yielded nearly identical absorption bands peaking around 165 nm. It
is worth noting that in this case the NX approach reproduced the coherent picture of UV-spectra, however,
with an absorption tail between 190 and 210 nm.

Generally, all tested ab initio methods and models used to reproduce vibrational progression show a
semi-quantitatively consistent picture of the shape and ranges of absorption bands for AOT and AAO.
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Fig. 15 The UV-absorption spectra of AOT and AAO simulated using various quantum chemical methods combined with either IMDHO
(IM) or nuclear ensemble (NX) models. Blue absorption bands were computed at the ADC(2)/cc-pVTZ level, assuming the S0 structure
optimized at the B3LYP-D3(BJ)/def2-TZVPP level and IM model. The red spectra were obtained applying the CC2/cc-pVTZ method for
electronic ground and excited states and IM model. The orange absorption spectra were simulated using the nuclear ensemble model (NX)
with ADC(2) and MP2 methods for excited and ground state calculations, respectively, with the cc-pVTZ basis set.

2.4 Solvent effect on the T1 minimum of AOT

T1(3nS⇡
⇤) minimum

nS orbital
T1(3nS⇡

⇤) minimum
⇡⇤ orbital

Fig. 16 Minimum-energy geometry of the excited-state complex of AOT with one explicit water molecule in the T1 state, and the associated
molecular orbitals.

Recent studies on the photochemistry of microsolvated biomolecules revealed that water might be di-
rectly involved in the photorelaxation mechanisms by promoting water-chromophore electron transfer.33,34

This phenomenon was observed in the case of singlet nNπ∗ excitations of microhydrated cytosine and
adenine.33,34 To test the direct effect of water on the triplet 3nSπ∗ state, we included one explicit water
molecule in the vicinity of the thiocarbonyl group and performed optimization of the T1 minimum. The
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resulting minimum-energy geometry involved a non-bonding interaction of the H2O· · ·S=C lone electron
pairs, analogous to that reported for the water and nitrogen heteroatoms in adenine and cytosine aromatic
rings (cf. Fig. 16).33,34 Formation of the excited-state complex is reflected by an interaction between the
pz orbital of the explicit water molecule and the nS orbital of the thiocarbonyl group presented in Fig. 16.
Interestingly though, this interaction did not result in any considerable charge shift from water to the AOT
molecule, while the general structural and energetic features of the T1 minimum of AOT clustered with one
H2O remained consistent with the results of the gas phase calculations.

2.5 Excited-state stationary points of AOT

The plausible singlet and triplet photodeactivation channels of the C2’-endo AOT were investigated by lo-
cating the key stationary points on the excited-state potential energy surfaces at the ADC(2)/cc-pVTZ level.
To verify the optimized minimum-energy structures, we employed a multireference electron correlation
method XMS-CASTP2 to reoptimize the S1 and T1 minima as well as the S1/S0 and T1/S0 minimum-
energy crossing points (MECPs). The ADC(2) (cyan) and XMS-CASPT2 (black) minimum-energy ge-
ometries were compared by calculating root-mean-square deviations (RMSDs) of superimposed optimized
structures (Fig. 17). The calculated RMSDs show that the ADC(2) structures are virtually identical with
the XMS-CASPT2 geometries. Considering the the relative energy differences between the S1 minimum-
energy structure and the S1/S0 MECP calculated either at the ADC(2) and XMS-CASPT2 levels, these are
also nearly identical and amount to 0.26 and 0.28 eV, respectively. On the other hand, the energy difference
between the T1 minimum-energy structure and the T0/S0 MECP calculated using the ADC(2) and XMS-
CASPT2 methods equal to 0.18 and 0.22 eV, respectively. These results demonstrate that the radiationless
deactivation channels predicted at the ADC(2) level should be reliable.

S1(1nS⇡
⇤) min

RMSD = 0.036 Å
MECP S1(1nS⇡

⇤)/S0

RMSD = 0.070 Å
T1(3nS⇡

⇤) min
RMSD = 0.037 Å

MECP T1(3nS⇡
⇤)/S0

RMSD = 0.060 Å

Fig. 17 The superimposed minimum-energy structures optimized at the either ADC(2)/cc-pVTZ (cyan) or
XMS-CASPT2/SA-CASSCF/cc-pVDZ levels (black).
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