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1. MD simulations: computational details and results 

Molecular dynamics simulations of the four organic molecules on the vacuum-water 
interphase were performed using the GROMACS simulation suite,1 and the generalized 
amber force field (GAFF)2 parameters for the molecules in combination with the TIP3P water 
model. The choice of force field is based on earlier experience which indicate that the 
combination of GAFF with TIP3P is suited for simulations of organic molecules on water 
surfaces3. In earlier studies4 we have compared simulations done with the GAFF/TIP3P 
combination to simulations done using the OPLS/AA force field2,5,6 together with the SPC 
water model.7 These comparisons showed that the dynamics of the organic molecules on 
water surfaces were described similarly independent of choice of force field parameters.  

Force field parameters for the four organic molecules were constructed according to the 
scheme described in earlier publications.8,9 To generate the simulation box, one organic 
molecule was solvated in a 3x3x3 nm3 box of water. Vacuum-water interphases were 
introduced by extending one of the axis on both sides of the simulation box to a total length 
of 9 nm. The final simulation box contained one organic molecule and around 900 water 
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molecules. First a 2 ns equilibration simulation was performed, where the total energy of the 
system was monitored. The following production run, from where the analysis was done, was 
4 ns long.  

As in earlier studies4 a 1.1 nm cutoff was used for both the Lennard-Jones interactions and 
the switching distance for the particle mesh Ewald (PME) algorithm for the Coulomb 
interactions.10,11 The temperature was set to 283 K, and was kept using the Berendsen 
temperature coupling algorithm, and a coupling constant of 0.1 ps.12 The LINCS algorithm 
was used to constrain the bonds13,14 and periodic boundary conditions were applied. 

Resulting density profiles are shown in Figure S1. Snapshots of MD simulations of the 
studied compounds are shown in Figure S2. The average number of hydrogen bonds that the 
functional group of each species has with the solvating water molecules was extracted. It was 
found that the carboxylic acid group of butyric acid forms on average 3.1±0.9 hydrogen 
bonds. Its charged conjugate forms on average 6.7±0.9. The amine group of n-hexyl amine 
forms on average 2.4±0.9 hydrogen bonds, while the ammonium group forms 2.8±0.5. 
Furthermore, the density peak close to the aqueous interface was used to estimate the 
thickness of the surface region in the same way as it was suggested in Ref.15, i.e. by 
determining its full-width-at-half-maximum (FWHM). The results are listed in Table S1.  

 

	

Figure	S1	Density	profiles	as	a	function	of	distance	from	the	slab-center.	a/	Butyric	acid	in	water;	b/	n-hexyl	
amine;	c/	butyrate	ion;	d/	n-hexyl	ammonium	ion.			
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Figure	S2	Snapshots	of	MD	simulations	of	a/	a	butyrate	ion;	b/	a	n-hexyl	ammonium	ion;	c/	a	butyric	acid;		
d/	a	n-hexyl	amine. 

 

 

 

2. Analysis of XPS results 

All core-level spectra of aqueous solutions were energy calibrated to the liquid water 1b1 
binding energy level at 11.16 eV.16 The core-level spectra were fitted using a minimum 
number of Voigt profiles, where fit parameters, such as peak areas and binding energies, were 
extracted for further analysis. During the fitting procedures, the energy positions of the 
functional groups were linked for each compound and concentration. The Lorentzian full-
width-at-half-maximum (FWHM) of C 1s PE lines was set to 0.10 eV, of N 1s PE lines to 
0.13 eV17 and Gaussian FWHM's were linked within each measurement series. Gas phase 
spectra were also acquired for compounds with considerable volatility (C4H, A4 and A6) by 
lowering the liquid jet out of the photon beam. These spectra were used to constrain the 
binding energy splitting and intensity ratios of gas phase contributions to spectra of aqueous 
solutions during the fitting procedure. An example spectrum showing all fit contributions is 
shown in Figure S3. 

a! b!

c! d!
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Figure	S3	Example	spectra	of	butyric	acid	at	pH	=	3.0	showing	all	fit	contributions. 

 

 

3. Simple two-layer model to quantify surface concentrations from XPS results and MD 
simulations  

Photoemission (PE) intensities of photoelectrons with a given kinetic energy are directly 
proportional to the concentration of the studied species in the probed volume and its 
photoionization cross-section, but exponentially attenuated along its path. When similar 
species are studied at the same experimental conditions (kinetic energy, line up of the 
spectrometer and the light source etc.), the ratios of PE intensities yield information on the 
respective spatial distance of the different species from the air-water interface, which is 
usually referred to as a compound's surface propensity. Surface-active compounds tend to 
accumulate in the surface region. Hence, the compound's surface concentration (cs) is higher 
than the one in the bulk solution  (cb). As the surface sensitivity of XPS is not known exactly, 
mostly due to uncertainties in the photoelectron's effective attenuation length (EAL) in 
aqueous solutions and the dimensions of the surface region, surface concentrations of a 
species in aqueous solution can only be roughly estimated. To do so, a simple two-layer 
model is introduced, which describes an aqueous solution as being divided into a surface and 
a bulk region.15,18 Surface enrichment factors cs/cb can be estimated from ratios of a PE signal 
recorded from a surface-active compound (Itot) and a compound that strictly avoids the 
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surface region (Ib).  
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nb/ns is the so-called sensitivity factor, that describes the surface sensitivity of XPS 
experiments. It can be approximated in different ways. 
i) A conservative estimate for the sensitivity assumes that the surface region contributes with 
50 ± 25 % to the total recorded signal. This yields surface sensitivity factors of 0.333 <  nb/ns 
< 3.15,18,19  
ii) In an earlier work15 a more refined approach was suggested, where results from MD 
simulations are used to estimate the thickness of the surface region. Assuming the surface 
region expands between 0 ≤ z ≤ D, while the bulk of the solution stretches from D < z ≤ ∞, 
the surface sensitivity of XPS can be expressed as follows, see supporting information (SI) of 
Ref. 15 for details. 
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iii) In this earlier work15 it was also shown that nb/ns ≈ 1.27 (44% surface contribution) gives 
best overlap between modeled surface tension using XPS results and experimentally 
determined surface tension values for the case of succinic acid measured with a kinetic 
energy of roughly 70 eV. The same value has been reported by Olivieri et al.,20 using a 
completely different approach. 
 
For this work, we estimated the surface thickness from results of MD simulations and by 
assuming the surface region to be equally thick as the length of studied compound in all-trans 
configuration.21 The assumed thicknesses, the resulting sensitivity factors and portion of the 
PE signal originating from the surface region are listed in Table S1. Here we assumed that the 
EAL is 10 Å.22 

 

 

Table S1 Estimated surface thicknesses for the studied compounds from MD 
simulations and resulting sensitivity factors. 

compound surface thickness 
(from MD) 

nb/ns portion of the PE 
signal from the surface 

butyric acid 4.0 Å  2.03 33% 
butyrate ions 4.7 Å  1.67 38% 
hexylamine 4.3 Å  1.86 35% 
hexylammonium ions 4.9 Å  1.58 39% 
 
compound length of molecule in 

all-trans configuration 
nb/ns portion of the PE 

signal from the surface 
butyric acid 4.5 Å  1.78 36% 
butyrate ions 4.4 Å  1.81 36% 
hexylamine 6.7 Å  1.05 49% 
hexylammonium ions 6.8 Å  1.03 49% 
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Using the different approaches, the portion of the PE signal from the surface yields values 
between 33 and 49%. The larger the surface contribution, the lower the sensitivity factor, 
resulting in overall smaller surface concentration values. We decided to use a sensitivity 
factor of 1, i.e. 50% surface contribution, for all surface concentration estimations. Hence, the 
estimated surface concentrations can be regarded as on the lower limit.  

 
 
3. Langmuir adsorption model applied to results of XPS experiments 

A Langmuir adsorption based model has been previously applied to results of XPS 
experiments.21,23,24 It enables the estimation of surface coverage, surface concentrations as 
well as the free energy of adsorption ΔGads, which is a measure of the net energy gain for a 
solution with a single solute partially accumulated at the interface. A form of the Langmuir 
adsorption isotherm is used to fit results of XPS experiments, which describes the surface 
component Is of the total recorded PE signal Itot as a function of the bulk mole fraction xbulk of 
a compound in aqueous solution. 
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While Is scales with the surface concentration of the dissolved compound cs, Is,max is directly 
proportional to the maximum surface concentration cs,max. The ratio of Is and Is,max gives the 
surface coverage p. 
 
p = Is/ Is,max = cs/cs,max     (4) 
 
R is the universal gas constant and T the absolute temperature, which was set to 283.15 K 
corresponding to the temperature of the XPS experiments. The surface component of the total 
recorded signal Is is calculated by dividing the total recorded signal Itot by the number of 
carbon atoms in the corresponding molecule and a bulk reference signal (approximated by 
means of a reference spectrum of sodium formate for C 1s PE intensities) is subtracted. For 
further analysis in this study, the maximum surface concentration cs,max is set to be the pure 
compounds concentration. Hence, by knowing the surface coverage p and the pure 
compounds concentration, the surface concentration cs can be estimated for any bulk 
concentration. 
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