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Fig. S1. Experimental absorption spectra of CKA in various organic solvents. Absorption spectrum 
of KN in aqueous solution is shown as grey curve is for reference. Solvent abbreviations: DCM = 
dichloromethane, THF = tetrahydrofurane, DMF = dimethyl formamide; ACN = acetonitrile; 
MeOH = methanol. 
 
 
 

 
 
Fig. S2. Concentration profiles of CKA during the anaerobic photolysis (red circles) and control 
experiment without UVA light (black open squares) obtained by HPLC analysis of aliquots from 
irradiated samples. Solid red line: best fit in linear approximation. Standard error is 5%. Data are 
corrected for the absorption at 258 nm of 0.5 mM phenylalanine used as internal standard. 
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Fig. S3. (A, C): Fluorescence time profiles recorded with CKA in EtOH and DMSO, respectively, 
after 430 nm excitation; smooth lines: the best fits. Insets: the early dynamics for the same data. (B, 
D): Normalized amplitudes obtained in the global analysis of the fluorescence data in (A, C). 
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Fig. S4. (A, C): TA spectra recorded with CKA in EtOH and DMSO, respectively, after 400 nm 
excitation. (B, D): SASi(λ), i = 1,2,3 obtained in the global analysis of TA data in (A, C). 
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Fig. S5. (A, C, E): TA spectra recorded with CKA in dimethyl phthalate, ethylene glycol and 
DMSO/Glycerol (5/6 w/w), respectively, after 400 nm excitation. (B, D, F): SASi(λ), i = 1,2 
obtained in the global analysis of TA data in (A, C, E). 
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Ground State Optimised Geometries 
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Fig. S6. DFT optimized ground state (S0) geometries of trans CKA− in H2O, EtOH and DMSO. 
Solvents effects where introduced within a Mixed Micro-Explicit / Implicit Solvation (IEF-PCM 
model). For aqueous solution different numbers of explicit solvent molecules were used (A-C:  1 
explicit H2O molecule; D-F: 2 explicit H2O molecules, G: 3 explicit H2O molecules). The energies 
of trans CKA− for A-G configurations of micro-solvation are given below. Legend of colours: 
white (hydrogen), grey (carbon), blue (nitrogen), red (oxygen), yellow (sulphur). 
 

 n molecules of H2O ΔE* / eV 
A 1 0.547 
B 1 0.607 
C 1 0.415 
D 2 0.426 
E 2 0.239 
F 2 0.297 
G 3 0.000 

ΔE ≡ [E(I) – n E(H2O)] – E(min) (I = A, B, … G). 
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Excited State S1 Optimised Geometries 
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Fig. S7. TD-DFT optimized excited state (S1r) geometries of trans CKA− in H2O, EtOH and 
DMSO. Solvents effects where introduced within a Mixed Micro-Explicit / Implicit Solvation (IEF-
PCM model). For aqueous solution different number of explicit solvent molecules were used (A-C:  
1 explicit H2O molecule; D-F: 2 explicit H2O molecules, G: 3 explicit H2O molecules). The 
energies of trans CKA− for A-G configurations of micro-solvation are given below. Legend of 
colours: white (hydrogen), grey (carbon), blue (nitrogen), red (oxygen), and yellow (sulphur). 
 

 n molecules of H2O ΔE* / eV 
A 1 0.350 
B 1 0.405 
C 1 0.496 
D 2 0.117 
E 2 0.000 
F 2 0.504 
G 3 0.118 

* ΔE ≡ [E(I) – n E(H2O)] – E(min) (I = A, B, … G).   
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Table S1. Solvation reaction energies, ΔE(P-R) = E(P) – E(R). Legend: P = products; R = reactants; S = 
solvent molecule. Level of theory: DFT B3LYP[GD3BJ]/6-311+G**//IEF-PCM(SMD). 
 

ΔE(P-R) / (eV) CKAH + S = CKA− + SH+ 
 trans cis 
H2O -1.583 -1.889 
EtOH -1.013 -1.226 
DMSO -0.529 -0.838 

 
Table S2. Isomerization electronic energies, ΔE(cis-trans) = E(cis) – E(trans). Level of theory: DFT 
B3LYP[GD3BJ]/6-311+G**//IEF-PCM(SMD). 
 

ΔE(cis-trans)/ (eV) CKAH CKA− 
vacuum 2.683 1.992 
H2O 2.406 1.837 
EtOH 1.217 1.743 
DMSO 2.405 1.881 

 

 
 
Scheme S1. Chemical structures of various form of CKA (duplication of Scheme 1 in the main text 

for the Reader convenience). 
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Fig. S8. Scan of the PES around δ(C(1)C(2)C(3)O) of trans-CKA- in aqueous solution (IEF-PCM) at 
room temperature. For atom numeration, see chemical structure of CKA presented in Scheme S1 
(Scheme 1 of the main text). 
 
 
 
Table S3. Electronic energy of ground state (S0), Frank-Condon (S1v) and “relaxed” (S1r) first singlet 
excited states. Level of theory: (TD-)DFT B3LYP[GD3BJ]/6-311+G**//IEF-PCM(UFF).  
 
PCM DMSO EtOH H2O 
E(S0) / a.u. -666.496780797 -666.494468700 -666.497841815 
E(S1v) / a.u. -666.386621166 -666.383659988 -666.387983784 
E(S1r) / a.u. -666.406481038 -666.403418496 -666.407887018 
ΔE(S1v-S0) / eV 2.998 3.015 2.989 
ΔE(S1v-S1r) / eV 0.540 0.538 0.542 
expl. / PCM DMSO EtOH H2O 
E(S0) / a.u. -1219.71641952 -821.552851877 -742.936228161 
E(S1v) / a.u. -1219.60745749 -821.443344788 -742.827631099 
E(S1r) / a.u. -1219.63055192 -821.465489561 -742.850164515 
ΔE(S1v-S0) / eV 2.965 2.980 2.955 
ΔE(S1v-S1r) / eV 0.628 0.603 0.613 
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Table S4. Some of geometric parameters of ground (S0) and “relaxed” first singlet excited (S1r) 
electronic states of trans-CKA− in DMSO, EtOH, and H2O calculated. Solvent effects are included 
within the PCM (top) or combining the PCM with a few explicit solvent molecules (bottom): one 
for DMSO and EtOH and two for H2O. Distances are in Å, dihedral angles in degrees. The structure 
of CKA with atom numeration is shown below for convenience. Level of theory: (TD-)DFT 
B3LYP[GD3BJ]/6-311+G**//IEF-PCM(UFF). 
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QM (PCM) DMSO EtOH H2O 
 S0 S1r S0 S1r S0 S1r 

C(2)C(3) 1.477 1.515 1.478 1.516 1.477 1.515 
C(3)C(4) 1.490 1.412 1.490 1.412 1.490 1.412 
C(4)C(5) 1.344 1.390 1.344 1.390 1.344 1.390 
C(3)O 1.249 1.289 1.249 1.290 1.250 1.289 
NH(1) 1.014 1.019 1.014 1.019 1.014 1.018 
OH(1) 1.898 2.169 1.896 2.152 1.900 2.177 
NH(1)/OH(1) 0.534 0.470 0.535 0.474 0.534 0.468 
C(1)C(2)C(3)C(4) 172.7 117.6 172.6 117.9 172.6 117.5 
C(1)C(2)C(3)O 6.9 61.9 7.0 61.5 6.9 62.0 
C(5)C(4)C(3)O 13.8 3.0 13.7 2.9 13.9 2.9 
QM (1 expl.) DMSO EtOH H2O 
 S0 S1r S0 S1r S0 S1r 

C(2)C(3) 1.473 1.513 1.471 1.512 1.469 1.510 
C(3)C(4) 1.491 1.412 1.486 1.408 1.486 1.409 
C(4)C(5) 1.344 1.392 1.344 1.390 1.344 1.390 
C(3)O 1.251 1.289 1.255 1.297 1.256 1.297 
NH(1) 1.013 1.015 1.013 1.016 1.013 1.015 
OH(1) 1.898 2.433 1.908 2.358 1.910 2.437 
NH(1)/OH(1) 0.534 0.417 0.531 0.431 0.530 0.416 
O…H* 1.914 1.737 1.852 1.745 1.833 1.733 
C(1)C(2)C(3)C(4) 174.0 108.9 172.5 109.8 172.8 107.3 
C(1)C(2)C(3)O 5.5 70.6 7.2 69.2 6.8 71.4 
C(5)C(4)C(3)O 13.9 2.0 22.5 2.8 22.8 1.7 
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Fig. S9A. Distribution of electron density for frontier molecular orbitals (HOMO-1, HOMO, 
LUMO and LUMO+1) in ground (S0) and “relaxed” first singlet excited (S1r) electronic states of 
trans-CKA- in aqueous solution. Level of theory: (TD-)DFT B3LYP[GD3BJ]/6-311+G**//IEF-
PCM(UFF). 
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Fig. S9B. Distribution of electron density for frontier molecular orbitals (HOMO-1, HOMO, 
LUMO and LUMO+1) in ground (S0) and “relaxed” first singlet excited (S1r) electronic states of 
trans-CKA- in aqueous solution (explicit micro-solvation plus continuum model). Level of theory: 
(TD-)DFT B3LYP[GD3BJ]/6-311+G**//IEF-PCM(UFF). 
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Fig. S10. Time profiles of (A) average dihedral angle δ(C(1)C(2)C(3)C(4)), (B) average distances N-
H(1) and O���H(1) of trans-CKA− solution (DMSO, EtOH and H2O) along the QM/MM simulations.  
 
 
Table S5. Electronic energy of ground state (S0) and Frank-Condon first (S1v) and second (S2v) 
singlet excited states of trans-CKA− in DMSO and H2O solutions depending on the H atom position 
between amino and carbonyl groups.  
Level of theory: (TD-)DFT B3LYP[GD3BJ]/6-311+G**//IEF-PCM(UFF). 
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-NH⋅⋅⋅HO- 1.744 4.211 4.480 

    H2O 
   

 
S0 S1v S2v 

-NH2⋅⋅⋅O= 0.000 2.354 3.158 
-NH⋅⋅⋅H⋅⋅⋅O- 5.028 5.392 6.446 
-NH⋅⋅⋅HO- 1.743 3.579 4.515 

  

1.012

1.010

1.008d 
(N

-H
) /

 (1
0-1

0  m
)

15.012.510.07.55.02.50.0
Time / ps

2.8

2.6

2.4

2.2

2.0

-1
0  m

)

170

160

150

140

130

120

110

100

δ(
C

(1
) C

(2
) C

(3
) C

(4
) ) /

 d
eg

s

15.012.510.07.55.02.50.0
Time / ps

 H2O
 EtOH
 DMSO

(A)

(B)



	 14 

 
H2O A 

  
 B 

  
 C 

 
 

 D 

  
 E 

  
 F 

 
 

 G 

  



	 15 

EtOH  

  
DMS

O 
 

 

 

  S0 S1r 

 
Fig. S11. Plots of the NCI isosurfaces (s = 0.5 a.u. and a blue-green-red colour scale from -0.01 a.u. 
< sign (λ2) ρ(r) < +0.01 a.u.) of S0 and relaxed S1 states of CKA in different solvents. Legend of 
colours for the NCI isosurfaces: red (strongly attractive), yellow-green (weakly attractive), green-
turquoise (weakly repulsive), and blue (strongly repulsive). 
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Topological AIM Analysis. Search of critical points (see Figure S12). 
 
This analysis was done additionally to RGD calculations (Figure S11).  
 
Within his AIM theory, Bader describes four different types of critical points (CPs): 

⋅ (3, -3) CP: The electron density falls down in all three perpendicular directions of space. 
This is a local maximum of electron density. 

⋅ (3, -1) CP: The electron density falls down in two perpendicular directions of space and 
rises in the third direction. This is a saddle point of electron density with a maximum of 
electron density in two directions of space and a minimum in the third one. 

⋅ (3, +1) CP: The electron density falls in one direction of space and rises in the two other 
perpendicular directions of space. Again this is a saddle point with a maximum in one and a 
minimum in two directions of space. 

⋅ (3, +3) CP: This is a local minimum with electron density rising in all three directions of 
space. 

 
The chemical meaning is: 

⋅ (3, -3) CP: This is the position of an atom. For all atoms except hydrogen it is also the 
position of the nuclei. The point therefore is also called an atomic critical point (ACP). 

⋅ (3, -1) CP: These points are between two neighbouring atoms defining a bond between 
them. This point is therefore also called a bond critical point (BCP). These are depicted in 
pink in figure. 

⋅ (3, +1) CP: This point is to be found in the middle of several bonds forming a ring. It is also 
called a ring critical point (RCP). These are depicted in wine red in figure. 

⋅ (3, +3) CP: This point is found when several rings form a cage and is therefore called a cage 
critical point (CCP). 

 
BCPs and RCPs are those of higher interest in our investigation, since they show formation of bond 
or the increase of structural rigidity upon photoexcitation.  
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Fig. S12. Topological Analysis of S0 and relaxed S1 of CKA in different solvents. Bond Critical 
Points are depicted in pink and Ring Critical Points are depicted in wine red. 
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Experimental and Calculation section 
Materials 

D,L-kynurenine (KN) was from Sigma/Aldrich and used as received. Organic solvents, 
dimethyl sulfoxide (DMSO), dimethyl formamide (DMF), acetonitrile (ACN), ethanol (EtOH), 
methanol (MeOH), dimethyl phthalate, ethylene glycol, glycerol of highest purity from 
Sigma/Aldrich or Fluka and deuterated water from Armar were used as received. H2O was distilled 
and deionized (18 MΩ).  

 
Synthesis and purification 

Deaminated kynurenine, 4-(2-aminophenyl)-4-oxocrotonic acid (CKA), was obtained via the 
incubation of KN (7 mM, pH 9) at 70°C during 24 hours. After incubation and filtration, the 
solution was separated by High Performance Liquid Chromatography (HPLC) system (LC 1200, 
Agilent, USA) equipped with a multiple wavelength UV-Vis detector on a C16 preparative column 
(16×250 mm, 7 µm, Diasorb-130-C16-T; BioChimMac ST, Russia). Separations were performed 
with mobile phases A (0.05% of trifluroacetic acid in water) and B (ACN) using the gradient: 0% B 
(0–3 min), 0–30% B (3–5 min), 30–55% B (5–35 min), 55–100% B (35–37 min). The flow rate was 
4 mL/min, the injection volume was 1 mL, and the detection was performed simultaneously at five 
wavelengths – 280, 320, 360, 380 and 400 nm. The fractions containing CKA (retention time 28.7 
min) were collected and separated in two parts and both parts were separately dried via rotational 
vaporization. Then, one part was dissolved in 500 µl of MeOH and the second part in 500 µl of 
DMF; both samples were stored at −20°C. CKA was stored in organic solvents in order to prevent 
the oxidation in the solid state. The subsequent HPLC analysis showed the purity of CKA as 98%. 
The identity of CKA was verified by mass-spectrometry using an Esquire6000 (Bruker Daltonics, 
Germany). The samples for time-resolved experiments were prepared by dissolution of 20 µl of 
stock CKA solutions in MeOH/DMF in 800 µl of pure protic/aprotic solvents, respectively. 

 
Steady-state optical measurements 

UV-visible electronic absorption spectra were recorded with an Agilent HP 8453 (Agilent, 
USA) or a Cary 50 (Varian, USA) spectrophotometers. 

 
Steady-state photolysis 

Samples containing PBS solution of 0.25 mM CKA and 0.5 mM phenylalanine in 10 × 8 mm2 
quartz cell (sample volume 2.5 ml) were irradiated with a DRSh-1000 mercury lamp from Stella 
Ltd (Moscow, Russia). Phenylalanine was added as internal standard, which does not absorb at 
wavelengths shorter than 280 nm. A water filter was used to cut off infrared light, and the 340-430 
nm region was selected with a set of UV glass filters. Actinometry was performed using an aqueous 
solution of potassium ferri–oxalate according to standard methods.1 The intensity of light on the 
sample in the 340–430 nm region was equal to (1.1 ± 0.1)×1018 quanta per second. The solutions 
were bubbled with argon for 15 min prior to and during irradiation. During photolysis, samples (100 
µL) were periodically taken off with a syringe, diluted with water up to 200 µL and stored at 4 °C 
until analysed by HPLC. A control experiment was performed under the same conditions without 
irradiation. The HPLC analysis of the irradiated samples was performed on a 4.6 × 150 mm, 5 µm, 
ZORBAX Eclipse XBD-C18 analytical column with the gradient used for CKA isolation. The flow 
rate was 0.5 mL/min, the 50 µL of sample was injected with the use of autosampler termostated at 4 
°C. The chromatograms were recorded at 280, 320, 360 and 400 nm and the peak areas integrated 
using Agilent ChemStation software. 
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Time-resolved fluorescence measurements 

The fluorescence dynamics was recorded using a fluorescence up-conversion setup described 
in details elsewhere.2,3 Briefly, a part of the output of a tunable mode-locked Ti:sapphire laser 
(Spectra Physics “MaiTai”) was frequency-doubled and used to excite the sample at 400 nm. The 
polarization of the probe pulses was at the magic angle relative to that of the gate pulses at 800 nm. 
The fluorescence was gated by sum-frequency mixing with the fundamental of the oscillator output. 
The up-converted UV photons were directed into a monochromator and detected by a 
photomultiplier tube with photon counting electronics. The sample solutions were kept in a 1.0 mm 
thick spinning cell and had an absorbance of about 0.2 at the excitation wavelength. The full width 
at half-maximum (FWHM) of the instrument response function was around 210 fs. 

 
Transient absorption (TA) measurements 

The TA dynamics at femtosecond time scale was carried out with the experimental setup 
described in refs.4,5  Excitation was performed at 400 nm using the frequency doubled output of a 
standard 1 kHz amplified Ti:Sapphire system (Spectra-Physics). The pump intensity on the sample 
was around 1.5 mJ/cm2. Probing was achieved with a white-light continuum obtained by focusing a 
small fraction of the 800 nm pulses in a CaF2 plane window. The polarization of the probe pulses 
was at the magic angle relative to that of the pump pulses. All spectra were corrected for the chirp 
of the white light probe pulses. The FWHM of the instrument response function was ca. 200 fs. The 
sample solutions were placed in a 1 mm thick quartz cell where they were continuously stirred by 
N2-bubbling. Their absorbance at the excitation wavelength was around 0.2. 

TA dynamics at nanosecond scale was recorded with Laser Flash Photolysis (LFP) setup 
described earlier.6,7 Briefly, samples in a quartz cell (inner dimensions 10 mm × 8 mm) were 
irradiated with a Quanta-Ray LAB-130-10 Nd:YAG laser (355 nm, pulse duration 8 ns, pulse 
energy up to 135 mJ). The dimensions of the laser beam at the front of the cell were 2.5 mm × 8 
mm. The probe system includes a DKSh-150 xenon short-arc lamp connected to a high current 
pulser, a Newport 78025 monochromator, a 9794B photomultiplier (Electron Tubes Ltd.), and a 
LeCroy WaveRunner 104MXi digital oscilloscope. The probe light, concentrated in a rectangular of 
2.5 mm height and 1 mm width, passed through the cell along the front (laser irradiated) window. 
Thus, in all experiments the excitation optical length was 1 mm, and the probe optical length was 8 
mm. All solutions were bubbled with argon or oxygen for 15 minutes prior to and during 
irradiation. 
 
Computational Details 
Ground state 

The molecular system computationally investigated was the protonated (neutral) and 
deprotonated (anionic) form of trans and cis CKA. In the case of trans CKA− (Scheme S1), four 
different rotamers were considered, viz., wherein the dihedral angles δ(C(1)C(2)C(3)C(4)) and 
δ(C(2)C(3)C(4)C(5)) were set in s-trans and s-cis conformation. The ground state geometries of the 
conformers of neutral CKAH and anionic CKA− were fully optimized in gas phase at Density 
Functional Theory (DFT) level. Three different functionals were used (viz., B3LYP,8 M06-2X,9 and 
ω-B97-X10) coupled with two different Pople’s basis sets (viz., 6-311+G**11 and 6-311++G**12,13). 
The D3 version of Grimme’s semi-empirical dispersion with Becke-Johnson damping GD3BJ14 was 
included in case of B3LYP and ω-B97-X functionals.  
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Presence of imaginary frequencies was checked in harmonic approximation and minima were 
found to be “genuine.” Thermochemical quantities were also computed in harmonic approximation 
at T = 298.15 K and p = 1.0 atm. 

The ground state geometries of different conformers of CKAH and CKA− were fully 
optimized also in solvated phase (vide infra) at DFT B3LYP[GD3BJ]/6-311+G** level. Harmonic 
frequencies and thermochemical quantities were also computed as for the gas phase; no imaginary 
frequencies were found. Solvents and their protonated (cationic) forms were also fully optimized in 
solvated phase at the same level of theory, with calculation of harmonic frequencies and 
thermochemical quantities. 

After this preliminary exploration, trans-CKAH (in gas phase) and trans-CKA− (in solvated 
phase) in the conformation forming intra-molecular hydrogen bond (IHB), as depicted in Scheme 
S1, were found to be largely the most stable. Subsequent calculations refer to this rotamer only.  

The potential energy surface (PES) was explored via a relaxed scanning around the 
δ(C(1)C(2)C(3)O) dihedral angle, both in gas and solvated phase, from -180 degs to 180 degs with 5-
deg steps, at DFT B3LYP[GD3BJ]/6-311+G** level. 

As aforementioned, the system was studied both in gas and solvated phase. In the latter, three 
solvents were considered, viz. Dimethyl Sulfoxide (DMSO), Ethanol (EtOH), and Water (W). 
Solvent effects were taken into account in two ways: (1) by means of the implicit Polarizable 
Continuum Model in its Integral Equation Formalism (IEF-PCM),15 and (2) by means of different 
explicit micro-solvation models, wherein one or more molecules of solvents were explicitly placed 
close to trans-CKA- and the whole system was treated within IEF-PCM. In the cases of explicit 
micro-solvation, the number of solvent molecules were 1 (for DMSO, EtOH, and W), 2 (for W) or 3 
(for W), placed according to chemical common sense, i.e. close to the –NH2, >C=O, and –COO- 
groups (see Figure S6). For geometry optimizations and frequency	/ thermochemical calculations, 
the PCM molecular cavity was built according to the Universal Force Field (UFF)16 radii, within 
the value used in the last implementation of the PCM (based on a continuum surface charge 
formalism). For the topological analysis and the evaluation of energetics, the Solvation Model 
based on Density (SMD) parameterization was employed.17 The standard values for the dielectric 
constants and refractive indexes were always assumed.  
 
Electronic excited states 

The UV-Vis absorption spectra for the equilibrium geometries were calculated at Time 
Dependent Density Functional Theory (TD-DFT) level, accounting for S0 → Sn (n = 1 to 10); the 
energy of the first 10 triplet states was also computed. The nature of the vertical excited electronic 
state was analyzed both in gas and solvated phase. This exploration was performed employing the 
long-range corrected functional CAM-B3LYP18 coupled with 6-311+G** basis set. The GD3BJ 
semi-empirical dispersion was also included. 

In the case of the solvated phase, the same solvation models as for the ground state were 
employed. State-specific (SS)19 treatment of solvent effects was considered, both within the non-
equilibrium (neq) and equilibrium (eq) solvation regimes.20,21 The vibronic progression22-27 of S0 → 
S1 electronic transitions was also simulated, including Duschinsky and Herzberg–Teller effects.  

The first singlet S(π,π*) excited state geometry was optimized using analytical gradients and 
the first transitions S1 → S0 of the emission transition. Also in this case, SS (both eq and neq) 
treatment of solvent effects was considered and the electronic emission band was simulated by 
accounting for the vibronic progressions, as done in the absorption.  
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The accuracy of the TD-DFT excitation energies and the correctness of the order of the 
singlet excited states are verified by comparing the TD-DFT results with multi-configurational 
Complete Active Space Self-Consistent Field (CASSCF)28 in conjunction with Multi-State 
Complete Active Space Second Order Perturbation Theory (MSCASPT2)29 and equation of motion 
second order coupled cluster (EOM-CC2)30 results. The full valence n-π active space of trans-CKA- 
was considered for CASSCF calculations, without imposing symmetry constrains. In order to 
incorporate the effect of the dynamic valence electron correlation of the relative energies of the 
lower ESs, CASPT2 calculations based on the CASSCF reference function were also run. 
Interaction of CASSCF states via dynamic correlation is taken into account with MS-CASPT2 
treatment. CASSCF/CASPT2 calculations were carried out with the 6-311+G** basis set.  

Linearly Interpolated Internal Reaction Coordinate (LIIRC) paths were calculated from the 
Franck-Condon region to the relevant S0/S1 conical intersection, to individuate a plausible S1 → S0 
population mechanism. In order to refine the energies of S1 minima, EOM-CC2 energies were 
computed at DFT optimized geometries. In PES exploration, CASSCF/CASPT2 methodology was 
adopted. In these calculations, solvents effects were accounted, by adopting the model of explicit 
micro-solvation surrounded by a continuum. As solvents, DMSO (one explicit molecule) and W 
(two explicit molecules) were employed. 
 
Population analyses, topological analyses, and disperse interactions investigation 

The atomic charge population analysis, electric multiple moments, electronic density, and 
electrostatic potential were also computed within the Mulliken’s and CHelpG procedure31 for both 
S0 ground and S1 excited (vertical and relaxed) states, computed at (TD-)DFT level.  

In order to investigate the presence and nature of possible intra-molecular H-bonding 
interactions, two different approaches were used: on one hand, the topological analysis based on 
Bader’s Atoms in Molecules (AIM) theory,32,33 and on the other hand, the Non-Covalent Interaction 
(NCI) Index combined with the second derivative of the Reduced Density Gradient along the 
second main axis of variation were employed.34,35 Hessian of electron density was additionally 
calculated at along RDG isosurface with |isovalue| = 0.5.  

𝑠𝑠 =
( ) / ∇𝜌𝜌 /𝜌𝜌 / ,         (1) 

where 𝜌𝜌 is the electron density. These procedures were applied both to the ground and to the first 
singlet excited (vertical and relaxed) states. 
 
QM/MM calculations 

Experimental spectroscopic data and computed (TD-)DFT findings were set as benchmark 
data for subsequent steps. Next the photophysical mechanism was simulated in solvated phase. For 
this aim, a modified variant of the method of Persico et al.36,37 for semiclassical surface-hopping 
dynamics38 “on the fly” on non-adiabatically coupled potential energy surfaces is employed. This 
method involves the following steps: (1) Optimization of the semiempirical parameters. (2) 
Initialization of a set of trajectories on the ground state by Brownian thermal sampling. (3) 
Photoexcitation to the target excited electronic state, calculated from a semiempirical configuration 
interaction (CI) method, by sudden vertical transitions. (4) Propagation of the trajectories on 
coupled potentials, with gradients and non-adiabatic couplings calculated “on the fly” by the 
semiempirical CI method and non–adiabatic jumps governed by Tully’s surface hopping 
algorithm.38 (5) Post-processing calculation of the properties. 
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The Quantum Mechanical/Molecular Mechanical (QM/MM) system was set up as follows. 
We distinguished two sub-systems: the solute (CKA−) and the solvent. The former was treated at 
QM level, whereas the latter at MM level. Three solvents were investigated: DMSO, EtOH, and W. 

The electronic energies and wave functions of the first five singlet excited states were 
computed on the fly by a semiempirical Configuration Interaction method based on SCF orbitals 
with floating occupation numbers (FOMO–CI), suited to represent reactive processes and excited 
states.36 The configuration space was a CAS with the whole nπ system. All single excitations from 
seven occupied to six virtual orbitals (in total 94 Slater determinants) were included.  
 
(1) Optimization of semiempirical parameters.  
As a first step, the semiempirical parameters of the QM sub-system were optimized. The general 
approach to this problem consist into choose a certain number of properties (geometrical data and 
energies) in reference to experiments or previously computed (DFT or ab initio) data so to find the 
semiempirical parameters of the different atoms that better which reproduce at QM/MM level the 
same properties. The initial guess for all the QM atoms (except hydrogen atoms, which were not 
optimized) in the QM/MM calculations is represented by AM1 semiempirical Hamiltonian. The 
optimization consists in the minimization of the error function: 

𝐹𝐹 = ( , , ) ,          (2) 

over all the data computed. In eq. (2) ds are the semiempirical results, dr the reference data 
(obtained from experiment and/or high quality calculations) and w the weights. The data included in 
the parameter optimization were the initial equilibrium geometry, the Sn ← S0 (n = 1 to 5) transition 
energies, the Potential Energy Surface (PES) ground and S1 state profile as a function of the torsion 
around the previously mentioned dihedral angle (the one involved during the photophysical 
mechanism). During the optimization procedure, the transition energies from S0 to Sn were included 
with different weights (w = 1.00 for S1 and 0.10 for the others) since in this work the target excited 
state is S1.  
 
(2) Brownian dynamics.  
This step consists in two sub-steps: (i) Molecular Dynamics (MD) of equilibration of the solvent 
alone; (ii) QM/MM dynamics of a solute molecule (QM) surrounded by a drop of solvent (MM). 
The solvents were always represented by the all atom OPLS force-field.39 The MM description of 
the solvent and the quantum mechanical (QM) description of CKA- (at semiempirical level) are 
combined in a hybrid QM/MM scheme with electrostatic embedding.40 The QM/MM interactions 
are described by Lennard-Jones potentials between the MM and the QM atoms, plus electrostatic 
interactions that are added to the semiempirical Hamiltonian. The electrostatic potential to which 
the QM nuclei and electrons are subjected is generated by the MM atomic charges. The latter had 
the standard OPLS values. The Lennard-Jones parameters have been determined to reproduce the 
average results obtained at B3LYP[GD3BJ]/6-311+G**//IEF-PCM level on the explicitly micro-
solvated CKA- with one or more solvent molecules (vide supra).  
 
Sub-step (i). We first equilibrated the MM solvent alone, by running 3 ns of npT MD simulation 
with periodic boundary conditions. Number of molecules, pressure and temperature were set at 
1000, 1.0 atm and 298.15 K, respectively, so to reproduce the experimental densities of the three 
pure solvents (Table S6). After equilibration, a spherical cluster (drop) of solvent molecules was cut 
from the cubic cell of the previous simulation final snapshot. All molecules with their centers of 
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mass within a certain radius Rsph from the center of the cubic cell were included. The radii Rsph and 
the numbers of molecules in the drop for each solvent are also shown in Table S6. In order to avoid 
the loss of molecules by evaporation from the cluster surface, an additional harmonic confining 
potential was applied to each atom, whose form reads: 

 Φ(𝑅𝑅) ≡
0

𝑘𝑘(𝑅𝑅 − 𝑅𝑅 )     𝑓𝑓𝑓𝑓𝑓𝑓 𝑅𝑅 ≤ 𝑅𝑅
𝑓𝑓𝑓𝑓𝑓𝑓 𝑅𝑅 > 𝑅𝑅 ,      (3) 

wherein R is the distance of an atom from the center of the sphere, k = 0.02 is an elastic constant, 
and Rwall = Rsph + δR (δR = 1 Å). 
 
Table S6. Physical and Geometrical Parameters of the Solvent. 
 Dimethyl Sulfoxide Ethanol Water 
 (DMSO) (EtOH) (W) 
Radius of spherical drop, Rsph (Å) 30 30 32 
Number of solvent molecules in the drop  959 1161 4575 

- with CKA- 952 1155 4551 
Computed density (g/cm3) 1.100 0.785 0.997 
Experimental densitya (g/cm3) 1.1004 0.78522 0.9970479 
a T = 298.15 K, p = 1.0 atm.41 
 
Sub-step (ii). In the centre of the solvent drop, a cavity was carved, by taking out a few solvent 
molecules (see Table S6), so to place the CKA- molecule. For each system, a single Brownian 
motion trajectory, using (Markovian) Langevin dynamics was run to equilibrate the system. Along 
this trajectory the system is subject to friction coefficients and random forces. The latter are 
calculated as Gaussian white noise via the second fluctuation-dissipation theorem from the assumed 
temperature, T. The chosen temperatures were always 298.15 K. Equilibration trajectories were run 
for 100 ps (time step δt = 0.1 fs; the last 50 ps were used to sample the initial conditions for the 
excited state dynamics), establishing a set of thermal initial conditions for sudden photoexcitation. 
Along the Brownian trajectory, the electronic spectrum was also simulated.  
Each Brownian trajectory was randomly sampled in order to select about 1200 initial conditions for 
as many Surface Hopping trajectories. The initial conditions were selected according to a 
Boltzmann distribution in the ground electronic state, weighted with the S1 ← S0 transition 
probability; at each sampled geometry, a vertical excitation to S1 was simulated on the basis of its 
radiative transition probability, actually selecting the sampled set according to a stochastic 
scheme.42 In the end, about 1200 sets of initial conditions were selected for each simulation.  
 
(3-4) Surface Hopping simulations. Simulations based on Surface Hopping with quantum 
decoherence corrections43 of photodynamics were subsequently run, involving the first singlet 
excited state. The time step δt = 0.1 fs for the integration of the trajectories (Beeman-Verlet 
method) and for the propagation of the electronic wave functions.36 Ground state plus five 
electronic excited states (S1-S5) were included in the dynamics, to allow for possible transitions 
from S1 to the upper states. However, very few upward hops were observed. The trajectories were 
stopped when one of the following conditions was met: (a) the CKA− molecule has reached its 
electronic ground state; (b) the total time reached 20 ps; or, (c) the total time exceeded 2 ps, the 
system reverted back to the ground state and reached a the geometry corresponding to the conical 
intersection (vide supra).  
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Data were finally post-processed, so to evaluate average geometrical and spectroscopical (UV-Vis 
spectra) properties of solvated CKA- and the population’s decay as a function of time (with 
subsequent evaluation of characteristic times and fluorescence quantum yield). 
 
Other technical details and used codes 
Concerning (TD-)DFT calculations, integration grid for the electronic density for topological and 
RDG analyses was set to 150 radial shells and 974 angular points. For rest calculations integration 
grid set as 99 radial shells and 590 angular points. Convergence criteria of Self-Consistent Field 
was set to 10-12 for RMS change in density matrix and 10-10 for maximum change in density matrix. 
Convergence criteria for optimizations were set to 2 × 10-6 a.u. for maximum force, 1 × 10-6 a.u. for 
RMS force, 6 × 10-6 a.u. for maximum displacement and 4 × 10-6 a.u. for RMS displacement. 
All CASPT2 calculations have been performed using an imaginary level shift of 0.20 a.u., in order 
to avoid the incorporation of intruder states, and a standard value for IPEA shift of 0.25 a.u. 
(TD-)DFT calculations were performed using GAUSSIAN G09.D01 package.44 Location of BCPs 
and subsequent calculation of SF values were performed using a modified version of the 
PROAIMV program.45-47 The calculation of the RDG and its derivatives were performed using 
homemade codes. CASSCF and CC2 calculations were performed using MOLCAS48 and 
DALTON49 codes. QM/MM calculations were performed with a development version of the 
MOPAC50 semiempirical code linked with the molecular mechanics package TINKER.51 The 
MOSCITO package was employed in equilibration MD simulations for pure solvents.52 
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