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1 Computational details

Below we describe in detail various computational methods employed in this study.

1.1 Molecular docking

The molecular structure of BTA-3 was built using the Molden software1 and the geom-

etry was optimized at the B3LYP/6-31+G* level of theory as implemented in GAUS-

SIAN 09 software.2 Molecular docking of BTA-3 with amyloid fibril has been carried out

using AUTODOCK4 software.3 There are many structures available for amyloid protofibril

and we have used the recent structure based on cryogenic-electron microscopy experiments

reported for full-length amyloid beta peptide fragment with 42 residues.4 The reported struc-

ture contains nine fragments of amyloid beta peptide where pentamer and tetramer units

are interwined as shown in Figure 2 in the manuscript. The reference ID for this protofibril

structure is 5OQV and the resolution for the structure was 4 Å. It is known from the exper-

imental binding assay studies and competition experiments that there are multiple binding

sites in the amyloid beta fibril5–8 and, considering that such information regarding location

of the binding sites is not available, we have carried out a blind docking study. The number

of grids were chosen as 220×200×130 with a (default grid size of 0.375 Å ) so that both

surface and core sites can be identified. At least 500 configurations with larger binding

affinity (and least binding free energy) for the complexes were stored for further analysis. It

was found that BTA-3 binds to certain sites with larger binding affinity and only the one

with least free energy of binding in each sites were further used for the subsequent molecular

dynamics simulations. There are at least four potential binding sites and three of them bind

to core and the fourth one binding to surface site (refer to Figure 2 of the manuscript).

1.2 Molecular dynamics

In order to assess the stability of BTA-3 in different binding sites, molecular dynamics (MD)

simulations were carried out by keeping BTA-3 in all four binding sites associated with

large binding affinity. Refer to Figure 2 of the manuscript for viewing these high affinity

binding sites. A single MD for the fibril complexed with BTA-3 in four different sites has

been carried out. The charges for the BTA-3 were obtained using B3LYP/6-31+G* as

implemented in the GAUSSIAN 09 software.2 In order to mimic protein-like environment,

the charge calculations were carried out in chloroform solvent described using polarizable

continuum model. The charges are computed by best fitting to the molecular electrostatic

potential and by employing the CHELPG procedure9 as implemented in the GAUSSIAN 09

software. We employed General Amber Force-Field (GAFF)10 for describing the BTA-3.



For the amyloid fibril, the FF99SB force-field has been used. Each peptide fragment has 3−

charges and so the whole fibril-BTA-3 system was neutralized with 27 Na+ ions. As many as

18000 water molecules were added to the complex. The simulations were carried out using

AMBER 16 software.11 The calculations followed the usual protocol for doing MD, starting

with energy minimization followed by scaling run and then subsequent finite-temperature

and finite-pressure run in isothermal-isobaric ensemble. The calculations were carried out

at 1 atm pressure and 300 K. The time step for solving the equation of motion was kept at

2 fs and the length of equilibration run was 5 ns while the production runs were of length

scale 50 ns.

1.3 Car-Parrinello hybrid QM/MM molecular dynamics

The final configuration from the molecular dynamics has been used as the input structure for

four different hybrid QM/MM Car-Parrinello molecular dynamics simulations. The BTA-3

probe in different binding sites has been treated using quantum mechanical theory while

the rest of the systems including fibril, solvent and ions where treated using the molecular

mechanics force-field as in the aformentioned MD. The interactions between the QM and

MM subsystems include dispersion and electrostatic interaction. This type of QM/MM

implementation is referred as electrostatic embedding and is available in the CPMD and

GROMOS softwares with interface codes.12–14 The wavefunction is described using plane

wave basis sets and with a energy cutoff of 80 Ry. We employ Becke, Lee, Yang and

Parr (BLYP) gradient corrected functional15,16 and the Troullier-Martins norm conserving

pseudopotentials17 to describe the QM region. As the wavefunction for the QM system is

optimized in the fibril and solvent environment described using charges and as the system

evolves as per the QM/MM Hamiltonian the effect of environment on the electronic structure

and molecular structure of BTA-3 probe are accounted for. An orthorhombic simulation box

was employed with dimensions 100.2, 94.6, 65.6 Å . The time step for the integration of

equation of motion is 5 au while the time scale for the production run was around 30 ps.

The calculation involves energy minimization followed by scaling run carried out for a few

ps. Final set of simulations were carried out in isothermal ensemble by connecting the

system to Nose-Hoover theromstats. Similarly, another pair of hybrid QM/MM molecular

dynamics have been carried out for BTA-3 in water solvent and in chloroform solvent for

which the starting structure was taken from MD done for a system having single BTA-3

and 33000 water molecules and 2366 chloroform solvents respectively. The simulation box

was orthrorhombic with dimensions 76.5, 68.9 and 63.7 Å for BTA-3 in water solvent while

for the BTA-3 in chloroform solvent the dimensions were 76.0, 66.9 and 63.2Å. Many of the

simulation parameters in this set of calculation were set as the same as in the case of BTA-3



in fibril.

1.4 Absorption spectra calculations using TD-DFT/MM and RI-

CC2/MM approaches

The absorption spectra calculations were carried out using time-dependent density func-

tional theory/molecular mechanics approach which explicitly treats the interaction between

the probe and fibril using an electrostatic embedding scheme. The charges for the fibril

and solvent were based on the molecular mechanics force-field as employed in the previ-

ous set of MD simulations. In particular two levels of theory have been employed namely

B3LYP/TZVP and CAM-B3LYP/TZVP. The choice of basis sets was based on our previ-

ous experience with one photon spectra calculations.18–22 Both levels of theory provided the

spectra with similar features but the spectra from latter theory was blue-shifted and so for

the analysis we only used the results from B3LYP level of theory. The reason for using

B3LYP level of theory was justified due its closer agreement with the results from CC2/MM

level of theory. Further the computed spatial overlap, Λ justifies (refer to Table S1 below)

the use of B3LYP level of theory for describing the low frequency electronic excitation for

BTA-3. The value for Λ diagnostics using B3LYP level of theory is larger than 0.6 which

suggests that the excitation energies computed at this level of theory will be reliable23. The

electronic excitations corresponding to the first two bands in the absorption spectra of BTA-

3 in water solvent were dominated by HOMO→LUMO and HOMO-1→LUMO excitations.

The frontier molecular orbitals involved in these low energy excitations are shown in Figure

S1.

We also employed the RI-CC2 method24 and the def-SVP basis set25 for calculating the

one photon absorption spectra of BTA-3 in fibril and in water solvent. The TURBOMOLE

program was employed to carry out these calculations.26,27

Table S1: Comparison of the absorption maximum as obtained from B3LYP and CAM-

B3LYP levels of theory compared to CC2 approach. Also the spatial overlap, Λ computed

using two different levels of density functional theory is given.

excitation wavelength [nm] Λ

CAM-B3LYP 514 0.61

B3LYP 580 0.65

CC2 616 –



Figure S1: The molecular orbitals involved in the excitations corresponding to first two

bands in the absorption spectra of BTA-3 in water. These results are based on single point

calculation at TD-DFT/PCM level of theory for the optimized geometry of BTA-3 in water.

1.5 Molecular mechanics-Generalized Born Surface Area approach

In this study, free energy calculations were carried out by using molecular mechanics-

generalized Born surface area (MM-GBSA)28 approach to estimate the relative binding affin-

ity of BTA-3 in different binding sites of amyloid fibril. The trajectories for the complex,

where BTA-3 bound to different sites in fibril, were extracted independently and the free en-

ergy of binding in each of these sites were computed. The free energy of binding is computed

as the difference between the free energy of complex and free energy of individual systems

namely amyloid fibril and BTA-3 ligand. In this approach, the solvation contribution is

computed using an implicit solvent model and so the solvents and ions were usually stripped

out and only the coordinates of the complex as extracted from MD are used in the free

energy calculations. The free energies for the individual systems as well as for the complex

have contributions from van der Waals, electrostatic, and polar and non-polar solvation free

energies. The polar solvation free energy is computed by solving the generalized Born equa-



tion. The non-polar part of the solvation free energy is computed using the solvent accessible

surface area. The free energies are obtained as an average over 1000 configurations.

Figure S2: Electrostatic potential calculated for amyloid beta (1-42) fibril
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[21] N. A. Murugan, J. M. H. Olsen, J. Kongsted, Z. Rinkevicius, K. Aidas and H. Ågren, J. Phys. Chem. Lett., 2013, 4,
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