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1 Materials

1.1 Synthesis, Crystallization, and
Characterization of BTBTs

All reactions were performed in flame-dried glassware
under positive pressure of nitrogen, unless otherwise
noted. Air and moisture-sensitive liquids were trans-
ferred by syringe or canula. Organic solutions were
concentrated by rotary evaporation (1-20 mm Hg)
at ambient temperature, unless otherwise noted. All
reagents were purchased commercially, and were used
as received unless otherwise noted. Flash column
chromatography was performed as described by Still
et al. [1], employing silica gel (60 Å pore size, 32-63
µm, standard grade, Dynamic Adsorbents). Thin-
layer chromatography was carried on the silica gel
TLC (20 x 20 w/h, F-2543, 250 µm).

Prior to neutron measurements, synthesized mate-
rials were purified as described previously [2]. Briefly,
concentrated solutions (ca. 75 mg/mL) in anhydrous
toluene (99.99%, Sigma-Aldrich) were made at 50 ◦C,
and further heated to 60 ◦C to ensure dissolution. So-
lutions were cooled to ca. 5 ◦C, and held for approx-
imately five hours to induce crystallization. Crystals
were recovered through filtering, and the final prod-
uct is white/light yellow.

Proton nuclear magnetic resonance (1H NMR)
spectra were recorded at 25 ◦C. Proton chemical
shifts are expressed in parts per million (ppm, δ
scale), and are referenced to tetramethylsilane (TMS)
or to the residual protium in the solvent (CHCl3,
7.27 ppm; CD2HOD, 1.73 ppm; DHO, 4.67 ppm;
CD2HCN, 1.97 ppm). Data are represented as fol-
lows: chemical shift, multiplicity (s = singlet, d =
doublet, t = triplet, q = quartet, m = multiplet
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and/or multiple resonances), integration, and cou-
pling constant (J in hertz).

1.1.1 BTBT synthesis

Figure S1: Reaction for BTBT synthesis.

We added 2-chlorobenzaldehyde (8.01 mL, 71.1
mmol, 1.0 equiv), and anhydrous N-methyl-2-
pyrrolidone (NMP, 125 mL, 0.57 M) to a flame-dried
flask under argon (Figure S1). The flask was capped
with a septum, and the solution was degassed by bub-
bling argon for 25 min at room temperature. The
flask was heated to 100 ◦C, and sodium hydrosul-
fide monohydrate was added to the solution (8.79 g,
156.4 mmol, 2.2 equiv). The reaction mixture was
stirred for an additional 45 min at 100 ◦C, and then
heated to 175 ◦C for 10 hours. The resulting product
mixture was then cooled to room temperature, and
poured into a solution of saturated ammonium chlo-
ride (400 mL). The resulting solution was extracted
with toluene (3 extractions of 200 mL). The organics
were then combined and washed with water (3 washes
of 100 mL), followed by a wash with brine (100 mL)
and dried over sodium sulfate. The product solution
was filtered and evaporated under reduced pressure
to yield a dark yellow residue. The product mixture
was purified by recrystallization in acetone to yield
BTBT single crystals. Consecutive recrystallizations
from acetone/toluene were performed to increase pu-
rity. Chemical purity was determined by NMR spec-
troscopy (Figure S2).

1.1.2 m(acyl)-C7BTBT Synthesis

BTBT (1.0 g, 4.16 mmol, 1 equiv; synthesized using
procedure above), anhydrous dichloromethane (100
mL, 0.042 M), and aluminum chloride (1.72 g, 12.9
mmol, 3.1 equiv) were added to a flame-dried flask

Figure S2: 1H NMR (CDCl3) δ: 7.89–7.95 (4H, m),
7.40–7.50 (4H, m).

Figure S3: Reaction for m(acyl)-C7BTBT synthesis.

under argon (Figure S3). The flask was cooled to -
78 ◦C, and octanoyl chloride was added dropwise (1
drop/second). The reaction mixture was stirred for
an additional 2.5 hours at -78 ◦C. The resulting prod-
uct mixture was poured into a beaker of crushed ice
(50 mL), and 50 mL of saturated ammonium chlo-
ride was added to the beaker. The product mixture
was poured into a separatory funnel, and extracted
with dichloromethane (3 extractions of 100 mL). The
organics were combined and washed with water, fol-
lowed by a wash with brine, before being dried over
sodium sulfate. The product was filtered, and the
solvent evaporated under reduced pressure to yield
a yellow residue. The product mixture was puri-
fied by recrystallization in toluene to yield m(acyl)-
C7BTBT. Chemical purity was determined by NMR
spectroscopy (Figure S4).
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Figure S4: 1H NMR (CDCl3) δ: 8.58 (1H, bs), 8.09
(1H, dd, J = 1.5 Hz), 7.94–8.00 (3H, m), 7.46–7.55
(2H, m), 3.10 (2H, t, J = 7.4), 1.78–1.88 (2H, m),
1.30–1.50 (8H, m), 0.93 (3H, t, J = 6.9 Hz).

Figure S5: Reaction for m8-BTBT synthesis.

1.1.3 m8-BTBT Synthesis

M(acyl)-C7BTBT (1.0 g, 2.74 mmol, 1 equiv.), potas-
sium hydroxide (0.42 g, 7.5 mmol, 2.25 equiv.), di-
ethylene glycol (140 mL, 0.02 M), and hydrazine
monohydrate (64–65% N2H4, 2.18 mL, 35 mmol,
12.25 equiv.) was added to a flask (Figure S5). Then,
the flask was immersed in an oil bath, and kept at
100 ◦C for 1 hour, then the temperature was in-
creased to 210 ◦C for 8 hours. The resulting product
mixture was then cooled to room temperature, and
poured into water (200 mL) to precipitate the crude
product. The precipitate was collected by filtration,
and washed with methanol and water. The crude

solid product was dissolved in a minimum amount of
1:1 mixture of dichloromethane/toluene, then loaded
onto silica, and eluted with hexanes. The product
solution was then evaporated under reduced pressure
to yield the m8-BTBT crystals. Chemical purity was
determined by NMR spectroscopy (Figure ??).

Figure S6: 1H NMR (CDCl3) δ: 7.91 (1H, d, J =
7.9), 7.86 (1H, d, J = 7.8 Hz), 7.78 (1H, d, J = 7.9
Hz), 7.72 (1H, s), 7.37–7.50 (2H, m), 7.28 (1H, d, J
= 8.1 Hz), 2.77 (2H, t, J = 7.6 Hz), 1.66–1.77 (2H,
m), 1.24–1.44 (10H, m), 0.92 (3H, t, J = 6.3 Hz).

1.1.4 (acyl)-C7-BTBT Synthesis

Figure S7: Reaction for (acyl)-C7-BTBT synthesis.

BTBT (0.2 g, 0.83 mmol, 1 equiv.), aluminum chlo-
ride (0.61 g, 4.6 mmol, 5.5 equiv.) and anhydrous
dichloromethane (2 mL, 0.4 M) was added to a flame
dried flask (Figure S7). The mixture was cooled to
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-78 ◦C, and octanoyl chloride was added dropwise.
The reaction mixture was stirred for 1 hour at -78
◦C followed by an additional stirring period of 48
hours at room temperature. The product mixture
was cooled to 0 ◦C and quenched with the addi-
tion of crushed ice. The product mixture was then
poured into a separatory funnel, and extracted with
dichloromethane (3 extractions of 10 mL). The organ-
ics were combined and washed with water, followed
by a wash with brine before being dried of sodium
sulfate. The product was filtered and the solvent
evaporated under reduced pressure to yield (acyl)-
C7BTBT. Chemical purity was determined by NMR
spectroscopy (Figure S8).

Figure S8: 1H NMR (CDCl3) δ: 8.56 (1H, s), 8.06
(1H, d, J = 8.4 Hz), 7.91 (1H, d, J = 8.3 Hz), 7.84
(1H, d, J = 8.1 Hz), 7.77 (1H, s), 7.33 (1H, d, J
= 8.2 Hz), 3.09 (2H, t, J = 7.6 Hz), 2.80 (2H, t, J
= 7.8 Hz), 1.67–1.88 (4H, m), 1.23–1.50 (16H, m),
0.88–0.96 (6H, m).

1.1.5 c8-BTBT Synthesis

Potassium hydroxide (0.85 g, 15.07 mmol, 5.5 equiv.),
(acyl)C7BTBT (1.35 g, 2.74 mmol, 1.0 equiv.), di-
ethylene glycol (140 mL, 0.02 M), and hydrazine
monohydrate (64–65% N2H4, 4.35 mL, 69.9 mmol,

Figure S9: Reaction for c8-BTBT synthesis.

25.5 equiv.) was added to a flame dried flask. The
flask was heated in an oil bath at 100 ◦C for 1 hour,
before increasing the temperature to 210 ◦C for an
additional 8 hours. The product mixture was then
cooled to room temperature, and poured into wa-
ter (200 mL) to precipitate the crude product. The
precipitate was collected by filtration, and washed
with methanol and water. The crude solid prod-
uct was dissolved in a minimum volume of 1:1 so-
lution of dichloromethane/toluene, then loaded onto
silica, and eluted with hexanes. The product solu-
tion was evaporated under reduced pressure to yield
c8-BTBT. Chemical purity was determined by NMR
spectroscopy (Figure S10).

Figure S10: 1H NMR (CDCl3) δ: 7.74 (1H, d, J =
8.1 Hz)*, 7.70 (1H, s), 7.15–7.31 (4H, t, m), 2.75
(4H, t, J = 7.9 Hz), 1.65–1.75 (4H, m), 1.22–1.43
(16H, m), 0.91 (6H, t, J = 6.8 Hz).
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1.2 Crystal Structures

The six materials studied in this work are
[1]benzothieno[3,2-b][1]benzothiophene (BTBT), 2-
octyl [1] benzothieno [3,2-b] [1] benzothiophene
(m8-BTBT), 2-7-dioctyl [1] benzothien [3,2-b][1]
benzothiophene (c8-BTBT), 6,13-bis (triisopropy-
lsilylethynyl) pentacene (TIPS-PN), 5,11-bis (tri-
ethylsilylethynyl) anthradithiophene (TES-ADT),
and 5,11-bis (triisopropylsilylethynyl) anthradithio-
phene (TIPS-ADT). The chemical structures for
BTBT, m8-BTBT, and c8-BTBT all share a com-
mon conjugated core, but differ in the number of side
chains attached along the longitudinal axis of the con-
jugated core. The chemical structures for TIPS-PN,
TES-ADT, and TIPS-ADT differ in conjugated core
molecules, and side chain structure; the terminal ben-
zene rings in the pentacene are converted into thio-
phene rings for the ADT molecules, and the TES side
chain is smaller than the TIPS side chain in terms of
excluded volume.

The crystal structures for the six materials stud-
ied are shown in Figure 1. The crystal structures
were obtained from refs [3, 4, 5, 6, 7]. For BTBT,
m8-BTBT, and c8-BTBT, the herringbone pattern
is preserved in the high-mobility plane (Figure 1b,
e, and h) indicating that the transfer integrals for
the three materials should be comparable. However,
we see in Table 1 in the main text that the trans-
fer integral (Jij) for BTBT between the B/C pairs
of molecules is significantly reduced compared to the
same Jij in c8-BTBT/m8-BTBT. The reason for this
reduction comes from the change in the β angle in the
unit cell (see Figure 1a, d, and g). This change in an-
gle slightly changes the stacking between molecules,
which is enough to reduce JB/C to 1 cm−1 from ∼600
cm−1 demonstrating how sensitive Jij is to small
changes in structure. However, the transfer integrals
for m8-BTBT and c8-BTBT are very similar between
all pairs, which provides a nice test case to deconvo-
lute the effects of phonons on Jij .

The substituted acenes (TIPS-PN, TES-ADT, and
TIPS-ADT) have much more variance in crystal
structure than the substituted BTBT’s. TIPS-PN
and TES-ADT have the most similar crystal struc-
ture, but the β angle of the unit cell dramatically

Table 1: Experimental lattice parameters of all six
materials. Lattice parameters relevant to charge
transport in the high mobility plane are in bold.

Material a b c α β γ
(Å) (Å) (Å) (deg) (deg) (deg)

BTBT 11.887 5.889 8.118 90 106.536 90
m8-BTBT 5.942 7.863 40.516 87.972 86.677 89.787
c8-BTBT 5.927 7.88 29.18 90 92.44 90
TIPS-PN 7.565 7.750 16.835 89.15 78.42 83.63
TES-ADT 6.732 7.251 16.695 98.14 94.53 103.92
TIPS-ADT 8.787 17.697 12.107 90 90.46 90

Table 2: Computed lattice parameters of all six mate-
rials. Lattice parameters relevant to charge transport
in the high mobility plane are in bold.

Material a b c α β γ
(Å) (Å) (Å) (deg) (deg) (deg)

BTBT 11.87 5.981 7.914 90 106.1 90
m8-BTBT 6.085 7.489 40.34 88.85 87.50 89.86
c8-BTBT 6.050 7.371 28.86 90 93.39 90
TIPS-PN 7.458 7.727 16.50 90.38 80.67 84.76
TES-ADT 6.614 7.227 16.74 98.28 94.94 102.7
TIPS-ADT 8.766 17.86 12.02 90 89.80 90

changes (Figure 1l, o), which offsets the conjugated
cores in TES-ADT such that the cores are not over-
lapping when viewing the unit cell along the b axis.
The offset in conjugated cores significantly changes
the frontier orbital hybridization, changing the ob-
served transfer integrals between TIPS-PN and TES-
ADT (Table 1). For TES-ADT, the offset changes
the values of the transfer integrals in a way that
is very beneficial for charge transport [8]. Thus,
small chemical modifications can be used to improve
charge transport by engineering better transfer in-
tegrals. TIPS-ADT shares more chemical similari-
ties to TIPS-PN than does TES-ADT, but the crys-
tal structure of TIPS-ADT completely changes from
a brickwork patter in the high mobility plane (seen
in TIPS-PN, Figure 1j, k) to a 1-D slip-stack pat-
tern (TIPS-ADT, Figure 1p, q). The change in crys-
tal structure for TIPS-ADT switches the typical 2-D
charge transport to 1-D transport, which is enough
to explain the observed reduction in µH [9, 10].

Table 2 shows the lattice parameters for all six ma-
terials computed with DFT using the optPBE-vdW
functional. To demonstrate which functional best
represents the experimental XRD structures from lit-
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Figure S11: Unit cell structures of BTBT (a, b, c), m8-BTBT (d, e, f), c8-BTBT (g, h, i), TIPS-PN (j,
k, l), TES-ADT (m, n, o), and TIPS-ADT (p, q, r) projected along the three crystallographic axes.
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Table 3: Computed lattice parameters for BTBT for
all functionals tested.

Functional
a b c α β γ Error

(Å) (Å) (Å) (deg) (deg) (deg) (Å)
PBE-D3+BJ 11.770 5.886 7.783 90 105.93 90 0.1183

PBE-TS 11.745 5.903 7.813 90 105.59 90 0.1122
revPBE-vdW 11.981 6.137 8.062 90 106.29 90 0.0904
optPBE-vdW 11.857 5.981 7.914 90 106.07 90 0.0753
optB88-vdW 11.748 5.889 7.708 90 105.87 90 0.1443
optB86b-vdW 11.772 5.885 7.675 90 105.66 90 0.1526
rPW86-vdW 11.853 6.032 7.973 90 106.80 90 0.0688

erature, we compare computed lattice parameters
and XRD lattice parameters for BTBT in Table 3.
The error in Table 3 is computed as,

Error =

√ ∑
lattice

(lXRD − lDFT )2

3
(1)

where the sum runs over all lattice parameters (a, b,
c) but not any angles. Thus, the error has units of Å,
which makes it comparable with the lattice parame-
ters themselves.

1.3 XRD of c8-BTBT

In the main manuscript, we show a low tempera-
ture polymorphism of c8-BTBT that results in an
inconsistency between the DFT simulation result and
the measured INS spectrum. We perform room
temperature X-Ray diffraction (XRD) on our c8-
BTBT single crystal sample, and compare against
the crystal structure from literature [3] (Figure S12a).
We demonstrate near perfect agreement between our
XRD results and the crystal structure from literature,
which we use as an initial structure for our DFT sim-
ulations presented in the main text.

After geometry optimization, the simulated crys-
tal structure of c8-BTBT can deviate from the pub-
lished structure. Figure S12b compares the XRD
data of our single crystals to the equilibrated sim-
ulated structure. The comparison shows reasonable
agreement except for peak at 23◦, and the peak at
27.5◦, where the simulated reflections are shifted to
higher angles indicating that the simulated unit cell
is compressed. This compression is expected because
the DFT simulation effectively assumes a tempera-

Figure S12: (a) X-Ray diffraction pattern of c8-
BTBT (black line) compared against the publicly
available crystal structure (red dotted line). (b) X-
Ray diffraction pattern of c8-BTBT (black line) com-
pared against the DFT optimized structure (blue dot-
ted line).

ture of 0 K, as the minimization algorithm seeks the
lowest energy structure. We expect a certain amount
of thermal expansion from the 0 K simulated struc-
ture, which would create better agreement between
simulation and experiment. Overall, the experimen-
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tal XRD pattern in Figure S12a supports our use
of the previously reported crystal structure for c8-
BTBT since no massive structural reorganization oc-
curs. Thus, the poor agreement between the INS data
and simulated spectrum strongly suggests that c8-
BTBT recrystallizes into a different structure as the
sample is cooled to 5 K for the neutron measurement.
Since we are interested in the room temperature hole
mobility of c8-BTBT, we use the simulated phonons
(Figure 2 of the main text) for the electron-phonon
coupling parameters (and later hole mobility calcula-
tions) because the simulated c8-BTBT phonons more
closely correspond to the room temperature struc-
ture.

2 Inelastic Neutron Scattering

Inelastic neutron scattering (INS) is a technique for
measuring the vibrational dynamics of a material.
The INS spectrum is interpreted within the har-
monic approximation for the nuclear motions, assum-
ing that all oscillators are in the ground state, since
the measurement is carried out at 5 K. In the case of
ground state oscillators, the neutron transfers energy
to the material, which is measured in terms of time-
of-flight as the reduced energy neutron takes longer
to reach the detector than a neutron that did not
transfer energy to the material. The probability that
a neutron is scattered with a particular energy de-
pends on the orientation of the oscillators, the overall
momentum transfer of the process, and the nuclear
cross-section of the scattering atom. The combina-
tion of all these factors is described by the scattering
law in Equation 2,

S(~q, ω) =
∑
l,ν

n→∞∑
n=0

σl
(~q · ~ul,ν)

2n

n!
e−

1
3

∑
ν(~q·~ul,ν)δ(ω−nων)

(2)
where ~ul,ν is the displacement of atom l that occurs
as a result of phonon mode ν, ~q is the momentum
transfer vector of the scattered neutron, σl is the
neutron scattering cross section of atom l, n is the
excitation level of the oscillator resulting from the
scattering event(0 is the ground state, 1 is the first
excited state, etc.), and ωIν is the frequency of mode

ν. Equation 2 has a vector dependence of ~q, which
comes from the alignment of the crystal structure rel-
ative to the direction of the incident neutron beam.
In order to avoid selectively silencing specific modes
and improve signal to noise, we measure the entire
powder of randomly oriented crystals, which removes
the directional dependence of ~q from our subsequent
analysis. Inspection of equation (2) reveals that re-
construction of a scattering function from molecular
simulation requires only the set of phonon modes (vi-
brational modes in isolated molecules) and their as-
sociated mode frequencies.

The VISION spectrometer is an inverted geometry
instrument, which means that a “white” beam of neu-
trons (i.e. neutrons over a wide energy range) scat-
ters off the sample, and analyzer crystals positioned
at scattering angles of ∼ 45◦ and ∼ 135◦ reflect neu-
trons with a particular energy to the detectors. The
full details of the instrument can be found in refs
[11, 12]. The VISION spectrometer is particularly
well suited for vibrational analysis due to the high
flux and high signal-to-noise, providing excellent vi-
brational information down to the linewidth of the
elastic peak. The setup of the instrument generates
spectra with error bars typically smaller than the 1
point linewidth on all Figures in the main text. Since
the analyzer crystals are positioned at high and low
scattering angles, the resulting spectra are the av-
erage of high and low momentum transfer scattering
events. As a result, the spectra are not reported with
any q dependence; the spectra can be considered av-
eraged over all q points, which means the resulting
scattering function only has one variable, the energy
transferred.

Figure S13 shows the INS spectra of each mate-
rial studied over the full energy range. Each peak
is the result of a delta function term in Equation 2,
broadened by experimental resolution. The width of
each curve is scaled by the error bars at each energy
transfer; the curves tend to get broader at increased
energies (∼ 3000 cm−1). In addition to the experi-
mental resolution, peaks at low energy are distorted
as a result of phonon dispersion, in which the mode
energies are affected by the wavelength of the phonon.
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Figure S13: (a,b) INS spectra of BTBT, m8-BTBT, c8-BTBT, TIPS-PN, TES-ADT, and TIPS-ADT over
the full energy range relevant for these materials. (c,d) The same spectra plotted from 10 cm−1—600 cm−1

to better view the low energy peaks.
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Figure S14: Comparison between INS, Raman, and FTIR for TIPS-PN (a), TES-ADT (b), and TIPS-ADT
(c).
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3 FTIR and Raman

We use FTIR and Raman spectroscopy to probe mo-
tions that are complementary to the motions ob-
served in INS (Figure S14). Between these three mea-
surement techniques, we have measured every possi-
ble motion present in the substituted acene mate-
rials. The different spectra for each material show
peaks in at different energies showing that distinct
motions are probed for each measurement. FTIR
provides excellent information at high energies with
small linewidths and many distinct peaks. However,
the measurement is limited to energies > 600 cm−1,
preventing the technique from measuring phonons
relevant to charge transport. As an energy loss tech-
nique, Raman can probe phonons with energy 200
cm−1 (kBT at 300 K), but the selection rules signif-
icantly limit the number of observable peaks below
200 cm−1 compared to INS (which has no selection
rules). In addition the Raman selection rules limit
the observable modes to the gamma point only, lim-
iting the usefulness of Raman when studying charge
transport because the phonons at the Brillouin zone
boundaries participate most in charge transport. INS
provides the most low-energy information for all sam-
ples, but INS has the worst resolution at high en-
ergy amongst all the techniques. As a result, the
three measurement techniques together are ideal for
comparing to theoretical simulations to identify the
phonons responsible for charge transport.

4 Phonon DFT Simulations

Density functional theory has a large variety of op-
tions available to tailor the simulation to any par-
ticular situation. In the case of phonon simulations
of molecular semiconductors, the choice of disper-
sion correction is most important because the dis-
persion forces have a strong impact on low energy
phonon modes. In Figure S15, we screen 8 differ-
ent functionals by comparing the simulated INS spec-
tra to the experimental measurement of BTBT. We
seek a few functionals that produce the most accu-
rate gamma point simulations of phonon modes for
BTBT, which we will use in more expensive, full

Brillouin zone phonon simulations later. The func-
tionals chosen in Figure S15a/b represent a broad
set of different functionals. PBE-D3BJ is the PBE
functional [13] with the Grimme dispersion correction
with Becke-Johnson damping term [14, 15, 16], PBE-
TS is the same PBE functional but with Tkachenko-
Scheffler dispersion correction [17], revPBE-vdW is
the revPBE functional (adapted from the orginal
PBE functional) with van der Waals energy treated
directly in the correlation functional [18], and HSE-06
is a hybrid functional created by Heyd, Scuseria, and
Erzerhof that contains a term for the exact Hartree-
Fock exchange energy with a range separation pa-
rameter that means the linear combination of func-
tionals changes with distance (r) [19]. In principle,
HSE-06 is the most accurate, followed by revPBE-
vdW, and the pure PBE functionals with dispersion
corrections, respectively. However, in practice, the
HSE-06 functional needs to be preconditioned with
a shorter PBE simulation first, and the simulation
still takes too much time after preconditioning, likely
due to the computational expense of the exact ex-
change kernel. Thus, despite the expected accuracy
of the HSE-06 functional, we could not continue to
use it for further simulations (or any other hybrid
functional using exact exchange).

Each simulation was performed at the unit cell
length scale, and only the gamma point of the Bril-
louin zone was used for the calculation to speed up
the screening process. As a result, the agreement
between simulation and experiment breaks down at
low energy. However, since the dispersion of phonon
modes decreases with increasing energy, we expect
that the peaks at energies > 200 cm−1 can be used
to test the quality of the functional for phonon sim-
ulations. In Figure S15a/b, the revPBE-vdW simu-
lation shows reasonable agreement. In addition, this
type of functional treats van der Waals interactions
more generally, which leads to more consistent re-
sults across multiple materials. As a result, we ex-
pand the focus on van der Waals density function-
als (vdW-DF’s) by performing phonon simulations of
different vdW-DF’s in Figure S15c/d (revPBE-vdW,
optB86b-vdW, optB88-vdW, optPBE-vdW, rPW86-
vdW) [20, 21, 18, 22, 23, 24], where we identify
revPBE-vdW, optPBE-vdW, and optB88-vdW for
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Figure S15: Comparison of INS measurement and DFT simulation while varying the functional. (a,b)
The functionals are chosen from a broad class including pure functionals, hybrid functionals, and van der
Waals functionals. (c,d) The entire set of van der Waals functionals in VASP 5.4.1 is compared to INS
measurement.

further study. The simulated spectra for these three
functional demonstrate systematic energetic shifts in
the observed peaks (phonon energies): revPBE-vdW
peaks are shifted to the lowest energies, optB86b-
vdW peaks are shifted to the highest energies, and
optPBE-vdW peaks represent a good compromise be-
tween the other two functionals.

In Figure S16 we show how simulation design
choices such as basis set size, convergence criteria,
and electronic k-point sampling density affect phonon
simulations. Figure S16a,c demonstrates that the
simulation converges with a 520 eV basis set size,

and an electronic k-point Monkhorst-Pack sampling
grid of 2x3x2. In Figure S16b, we show that the elec-
tronic convergence tolerance of 10−8 eV, and an inter-
atomic force convergence tolerance of 2 · 10−3 eV/Å
is sufficient to converge the simulation (denoted as
revPBE 08 002).

To obtain the phonon Brillouin zone sampling den-
sity dependence on simulated spectra, we perform
2x2x1 supercell calculations on c8-BTBT at varying
sampling densities (Figure S17a). We observe very
little change in simulated spectra at energies above
200 cm−1. Below 200 cm−1, there are some differ-
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Figure S16: (a,b) INS spectra of BTBT, m8-BTBT,
c8-BTBT, TIPS-PN, TES-ADT, and TIPS-ADT
over the full energy range relevant for these materi-
als. (c,d) The same spectra plotted from 10 cm−1—
600 cm−1 to better view the low energy peaks.

ences as the higher sampling density simulations have
a more rounded structure at low energy. The 4x4x1,
and 4x4x2 sampling grid simulations are effectively
the same, demonstrating convergence. In general for
any material in the main text, we pushed the sam-
pling density to the maximum file size that could be
processed by oCLIMAX (must be run on PC, lim-
iting the available RAM), which we assumed to be
effectively converged.

In Figure S17b, we perform phonon simulations on
a 2x2x1 supercell of BTBT, with a 5x5x5 (MP grid)
sampling of the phonon Brillouin zone for the three
candidate functionals (optB88, optPBE, revPBE).
The full Brillouin zone phonon simulation was per-
formed using Phonopy [25], which evaluates the inter-
atomic force constants using finite difference. Simu-
lation of different q-points in the Brillouin zone using
the finite difference method requires the assumption
that each periodic copy of the perturbed cell does not
interact with any other copy. If the lattice parame-
ters of the chosen supercell are too small, a displaced
atom in the original cell will impact the forces acting
on the displaced atom in an adjacent periodic copy,
which will introduce errors in the phonon calcula-
tions. Therefore, we used a 2x2x1 supercell of BTBT
because each lattice dimension was greater than 1
nm. We assumed a supercell of this size should be
large enough to minimize errors in the phonon calcu-
lations while also minimizing the computational ex-
pense of the calculation. Ideally, it would be best to
increase the size of the supercell such that each lattice
dimension is greater than 2 nm, creating a minimum
1 nm separation between any atom in the supercell
and a displaced atom, which is greater than many
long-range cutoffs used in molecular dynamics stud-
ies [26]. However, such a requirement would increase
the computational expense of each simulation by ∼ 4
fold. We limit the screening to the three functionals
on BTBT only, because each full simulation requires
∼ 300, 000 computer hours at a national supercom-
puting facility. Additional screening of more complex
materials would be unfeasible.

The optPBE functional (green line in Figure S17)
almost perfectly mirrors the onset of the low energy
peaks around ∼ 100 cm−1 (highlighted by the pink
region in Figure S17b). The revPBE functional pre-
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Figure S17: (a) Supercell simulations of c8-BTBT for three different MP sampling grids of the phonon
Brillouin zone: gamma point of supercell (purple line), 4x4x1 MP grid (yellow line), 4x4x2 MP grid (cyan
line). (b) Supercell calculations of BTBT for three different functionals presented in the legend compared
against the experimental INS spectrum for BTBT. The pink shaded region emphasizes the portion of the
spectrum that clearly differentiates the quality of the simulations produced by the different functionals.

dicts an onset that is too red-shifted, and the optB88
functional predicts an onset that is too blue-shifted.
Interestingly, the simulation using the optB88 func-
tional demonstrates better agreement for peaks≥ 240
cm−1, but, since the description of low energy modes
is more important for electron-phonon coupling, we
use the optPBE functional for the remainder of the
analysis (shown in the main text) for all other mate-
rials.

The result of using the optPBE-vdW functional for
supercell simulations for other materials over the en-
tire energy is shown in Figure S18. Each simulated
spectrum was scaled by 1.015 to better agree with the
experimental spectra at high energies. We see excel-
lent agreement between simulated and experimental
spectra over an energy range that spans three orders
of magnitude, demonstrating that we have reliable
information on atomic dynamics on the time scales
ranging from 10 fs — 1 ps.

The phonon band structures for all six materials is
shown in Figure S19. The symmetry points chosen
depends on the symmetry of the respective unit cells;

m8-BTBT, TIPS-PN, and TES-ADT have P-1 sym-
metry, while BTBT, c8-BTBT, and TIPS-ADT have
P21/c symmetry. The low energy bands show rela-
tively high dispersion (∼ 50 cm−1), and the degree
of dispersion decreases as the average energy of the
band increases. The difference between the minimum
and maximum energy in a particular band, called the
bandwidth, is a measure of the effective spring con-
stant between molecules in adjacent unit cells. c8-
BTBT has the highest amount of dispersion at low
energy, which is a reason why c8-BTBT has a low
dynamic disorder.

Numerical instabilities lead to negative frequencies
in the band structures. The cause for the instabilities
is likely due to the size of the super cell, but could
also be due to the pronounced anharmonicity of low
energy modes or numerical instabilities in the com-
putation of the force constants. In Figure S20, we
demonstrate that the average force constant between
a pair of atoms decreases exponentially with the dis-
tance between the pair of atoms. The average force
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Figure S18: Comparison between experimental INS spectra and optPBE DFT simulations for all six materials
studied over the full energy range (10—3400 cm−1).
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Figure S19: Phonon band structures for BTBT (a), c8-BTBT (b), m8-BTBT (c), TIPS-PN (d), TES-ADT
(e), and TIPS-ADT (f).
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Figure S20: Average force constant between two
atoms (i and j) as a function of distance between the
pair of atoms.

constant, Φij is computed according to:

Φij =

√√√√ 3∑
α=1

3∑
β=1

Φ2
iα,jβ (3)

where α and β are the Cartesian indices of atoms i
and j, respectively. The values for Φij exponentially
decrease by ∼ 6 orders of magnitude over distances
in the supercell, which suggests that numerical er-
rors may be the cause of the instability. To test if
the negative frequencies are due to numerical errors
in the computation of the force constants, we applied
a 10 Åcutoff to the force constants for c8-BTBT. The
resulting negative branch of the band structure (not
shown) became more negative than the branch shown
in Figure S19, indicating that numerical errors are
likely not the cause of the instability. Instead, the
likely reason for the instability is because we limited
the size of the supercell in the side chain direction
to be equal to that of the primitive cell (e.g. super-
cell for c8-BTBT is 2x2x1, where the “1” is in the
side chain direction). The weak van der Waals inter-
actions, which are dominant between adjacent high
mobility planes, do not decay quickly with distance,

meaning the periodic image interacts with the origi-
nal supercell causing the small instability. The reason
we truncated the supercell in the side chain direction
was to decrease the computational load; a 2x2x1 su-
percell of m8-BTBT has 768 atoms, and we would
need at least a 2x2x2 supercell for each BTBT-based
material. As a result, our simulations can not ac-
curately compute the energies of the phonon branch
in which the phonon polarization and wavevector are
collinear along the side chain axis direction.

No phonons with negative frequencies were in-
cluded in our models for dynamic disorder in the main
text. Many of the materials show acoustic phonon
instabilities near the Γ point, but those low energy
modes have very low associated EP coupling param-
eters due to their high wavelengths (see Figure 4 in
the main text). The instabilities near the Brillouin
zone boundaries (Figure S19b,c) are not relevant to
charge transport because those modes are acoustic
modes with a primary oscillation direction parallel
to the long axis of the unit cell (side chain direction),
and the wavevector (q-position in Brillouin zone) of
the unstable branch is perpendicular to the high mo-
bility plane, which means the molecules are not dis-
placed relative to other molecules in the same high
mobility plane, and thus have nonlocal EP coupling
values that are exactly zero. Thus, it is not important
to accurately simulate this phonon branch when com-
puting µh. Additionally, the single unstable branch
does not significantly decrease the accuracy of the
simulated INS spectra in Figure S18.

The simulated phonons were also used to compare
to the FTIR spectra for TIPS-PN, TES-ADT, and
TIPS-ADT in Figure S21. To accurately determine
which modes are IR active in the solid state, we com-
puted the Born effective charge tensors for each atom
in the unit cell. The agreement between simulations
and experimental spectra is good; the simulated spec-
tra were not scaled at all (unlike the INS simulations).
This means that the FTIR peaks are shifted relative
to the INS spectra, which is likely due to the temper-
ature of the measurement; FTIR was done at room
temperature, and INS was done at 5 K.

Since optical modes such as Raman and FTIR
spectroscopy only probe gamma point phonons, we
compute the dynamic disorder for each material
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Figure S21: Comparison between FTIR spectra and
DFT IR-active phonons for (a) TIPS-PN, (b) TES-
ADT, and (c) TIPS-ADT.

Table 4: Computed dynamic disorder including
full Brillouin zone phonons (σ), and including only
gamma point phonons(σgamma).

Material Pair
σ σgamma Relative Error

(cm−1) (cm−1) (%)

c8-BTBT
A 210 233 11.0%

B/C 367 458 24.8%

BTBT
B/C 39.0 24.4 62.6%

A 256 247 96.4%

m8-BTBT
A 254 281 10.5%
B 547 569 4.11%
C 535 543 1.50%

TIPS-PN
B 311 238 -23.6%
C 124 121 -2.48%

TES-ADT
C 439 338 -22.9%
B 223 205 -8.16%

TIPS-ADT A 279 265 -4.94%

using only the gamma point phonons in Table 4.
We demonstrate that there is a -40%—25% relative
change between full Brillouin zone dynamic disorder
and gamma point dynamic disorder. Thus, methods
that only probe gamma-point phonons do not con-
tain enough information to accurately parametrize
the nonlocal EP coupling in these materials.

5 Electron-Phonon Coupling

The electronic Hamiltonian for a narrow band ma-
terial like a molecular semiconductor can be written
as

Hel =
∑
{ij}

Jij |i〉 〈j| (4)

where the basis set {|i〉} contains one-electron states
localized on site i. Only one state per site is consid-
ered (e.g. the molecular HOMO for hole transport),
the summation is limited to nearest neighbor pairs
(defined in Figure S22), and Jij is the transfer in-
tegral. The Hamiltonian representing the non-local
electron-phonon coupling contains the modulation of
the transfer integral due displacements along a nu-
clear mode QI :
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Figure S22: Definition of a standard 2D lattice used
to present the parameters needed for the calculation
of the mobility. The x direction is parallel to a.

Hel−ph =
1√
Nq

∑
{ij}

∑
I

gij,IQI |i〉 〈j| (5)

where the gij,I are the non-local electron-phonon cou-
plings, the index I run on all nuclear modes and Nq
is the number of q points that are sampled (as we
use calculations in supercells and various q points for
each supercell, the index I combines the labels of
wave-vector and mode). The nuclear displacements
are expressed in dimensionless coordinates and the
phonon Hamiltonian can be therefore written as

Hph =
∑
I

h̄ωI

(
−1

2

∂2

∂Q2
I

+
1

2
Q2
I

)
(6)

where h̄ωI are the phonon energies.

To make a connection between the generic Hamil-
tonian and the computational results we note that
the transfer integrals can be computed at different ge-
ometries and indicated with Jij ({QI}). The transfer
integral at null displacement is the one entering into
equation (4), i.e. Jij ({QI} = 0) = Jij . The electron
phonon couplings are the derivative of the transfer
integral computed at the equilibrium position i.e.

gij,I =

(
∂Jij ({QI})

∂QI

)
{QI}=0

(7)

In practice the transfer integrals are computed for
the interacting molecular pairs as reported in ref. [27]
using the B3LYP/6-31G* method and equation (7)
is evaluated by numerical differentiation. It is con-
venient for computational reasons and to provide an
intuitive picture of the EP coupling to use Carte-
sian displacement to evaluate equation (7). Indi-

cating with ~QI the Cartesian representation of the
dimensionless displacement along mode I and with
~∇Jij the gradient of the transfer integral for Carte-
sian displacements of all atoms (at equilibrium), the
EP coupling can be rewritten as:

gij,I = ~∇Jij · ~QI (8)

Equation (8) highlights that the strongest EP cou-
plings are found when the polarization of the normal
modes are more parallel to the gradient of the trans-
fer integral.

One can see from equation (5) that each EP cou-
pling term contributes to the variance of Jij through

an additive term |gij,I |2 〈Q2
I〉, where the average

squared displacement along each mode depends on
the thermal energy kBT and the mode energy. The
overall variance can be expressed as in equation (3)
of the main manuscript:

σ2
ij,T =

1

Nq

∑
I

|gij,I |2

2
coth

(
h̄ωI

2kBT

)
(9)

Since we are also interested in understanding the
spectral decomposition of the EP coupling, we define
a spectral density according to eq 10. Such a de-
composition allows an intuitive comparison between
phonon time scales (1/ωI), and electronic transport
time scales (h̄/Jij).

Bij (ω) =
1

Nq

∑
I

|gij,I |2 δ (h̄ω − h̄ωI) (10)

Bij(ω) is related to σij,T through equation (11).

σ2
ij,T =

∫ ∞
0

B(ω)

2
coth

(
h̄ω

2kBT

)
d(h̄ω) (11)

Equations (11) and (9) are identical because |gij,I |2

contains the scalar product of ~∇Jij and the phonon
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eigenvector, and the ground state mean squared dis-
placement of mode I. B(ω) can be broken down into
two components; (1) the average EP parameter (gij,I)
at energy h̄ω, and (2) the density of states at energy
h̄ω. This decomposition of B(ω) is important to con-
sider in the context of phonon engineering because
the phonon density of states can be engineered to
have more states at higher energy, and the phonon
eigenvectors can be engineered to oscillate in direc-
tions that do not vary Jij (i.e. the phonon eigenvector

is orthogonal to ~∇Jij). Both design principles lead
to a reduction in overall EP coupling. We define the
EP coupling spectrum averaged over the full phonon
DOS according to equation (12).

∣∣gfullavg (ω)
∣∣2 =

∑
I |gij,I |

2
δ (h̄ω − h̄ωI)∑

I δ (h̄ω − h̄ωI)
(12)

Equation (12) can be rewritten in a simpler form,
considering that the density of states can be written
according to equation (13).

ρ(ω) =
1

Nq

∑
I

δ (h̄ω − h̄ωI) (13)

We immediately see that the numerator is propor-
tional to B(ω). If we make a further simplification
that the portion of the phonon density of states that
participates in EP coupling is due to motion of the
atoms in the conjugated core, then we can use the
projected density of states (called PDOS, given in
equation (14)) instead of the full density of states.

ρproj(ω) =
1

Nq

∑
I

~QI ·D · ~QIδ (h̄ω − h̄ωI) (14)

The vector ~QI is the eigenvector for mode I, and D is
a diagonal matrix projecting the eigenvector onto the
conjugated core atoms in the supercell, and Nq is the
number of sampled q-points. The advantage of using
PDOS over the full DOS is that the full DOS will have
many peaks that do not contribute to EP coupling at
all, making the PDOS a much more accurate descrip-
tor of the density of states that actually contribute
to EP coupling. In addition, we remove the inherent

dependence of
∣∣gfullavg (ω)

∣∣2 on the number of atoms in
the supercell because the full DOS is proportional to
the number of atoms, which would make J ’s from
materials with larger side chain structures seem less
responsive to phonons than they truly are. Thus, we
define the average spectrum of EP coupling that ac-
tually participates in charge transport (i.e. projected
onto the conjugated core) in 15.

|gavg(ω)|2 =
B(ω)

ρproj(ω)
(15)

This average function is distinct from
∣∣gfullavg (ω)

∣∣2
as the average over the full DOS, which averages
over modes that have near zero values of |gij,I |2 (i.e.
side chain twists, bends, and/or stretches), produc-
ing unwanted artifacts in the function. With the def-
inition of |gavg|2 in hand, we can write an equation
for σij,T that clearly separates the different contribu-
tions, both of which can be engineered independently.

σ2
ij,T =

∫ ∞
0

|gavg(ω)|2 ρproj(ω)

2
coth

(
h̄ω

2kBT

)
d(h̄ω)

(16)

In equation (16), we note that |gavg(ω)|2 takes the
role of the average scalar product between transfer in-
tegral gradient and the conjugated core portion of the
eigenvector at a particular energy. Thus, |gavg(ω)|2
is a material-specific function that determines how
likely an average phonon at a given energy interacts
with charge transport.

The PDOS is a useful description of the thermal
disorder associated with the backbone. In the main
manuscript, we discuss the average EP coupling and
PDOS of m8-BTBT, and c8-BTBT to rationalize the
observed differences in the overall fluctuation of Jij
(σij,T ). The average EP coupling, and PDOS are
repeated in Figure S23 for completeness. Changes
in the transfer integral fluctuation, σij,T (Table 1 in
the main text), come from changes in the projected
density of states (PDOS, equation (14)) for the back-
bones, and changes in intrinsic EP coupling values.
Modifying the BTBT molecule with side chains has
the effect of increasing the phonon energies such that
there is a decrease in the PDOS in the low energy
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Figure S23: (a,b) Phonon density of states projected onto the backbone atoms, and (c,d) Average electron-
phonon coupling spectrum (functional form defined in text) for all six materials .
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region of the spectrum (Figure S23). We have nor-
malized the PDOS curves such that the total integral
is equal to unity and so each PDOS curve in Figure
S23 is comparable. There is a shift in the PDOS
to higher energies as the BTBT backbone is modified
with more side chains, reinforcing the idea, suggested
by Illig et. al [28] and in the main text, that the
side chains “lock” the backbone into place increas-
ing µh. The shift in the PDOS to higher energies
means that mobile charges are less likely to be af-
fected by phonons because the higher energy phonons
have lower occupation numbers at room temperature,
leading to smaller displacements and less disorder.

Now we consider the effect of |gavg(ω)|2 on µh for
BTBT. We show that the average EP coupling in
the A transport direction (shown in Figure S23c) is
lowest for c8-BTBT, and the average EP coupling
for BTBT and m8-BTBT appears to be compara-
ble. The normalized |gavg(ω)|2 for m8-BTBT is much
greater than c8-BTBT in the B/C transport direc-

tions. We do not show the normalized |gavg(ω)|2 /J2

spectrum for BTBT in the B/C directions because
the peaks in that spectrum is normalized by a fac-
tor (JB/C) that is much smaller than the other ma-
terials. When comparing the spectra for m8-BTBT
and c8-BTBT, the reduction in the |gavg(ω)|2 at low
energy is due to the change in phonon polarization
because ∇Jij is identical between m8-BTBT and c8-
BTBT. The observed differences between BTBT and
c8-BTBT are attributed to changes in the average
scalar product between ∇Jij and the phonon polar-
izations. The subtle differences in unit cell structure
for BTBT could change ∇Jij as well as the phonon

polarization, which increase the observed |gavg(ω)|2
at low energy.

To deconvolute the different aspects affecting µh
in the substituted pentacene group of materials, we
compare the two pair with the same crystal struc-
ture, TIPS-PN/TES-ADT, and a pair with different
crystal structures, TES-ADT/TIPS-ADT.

For the TIPS-PN/TES-ADT pair, the most impor-
tant structural difference is the offset of the conju-
gated cores of the TES-ADT crystal structure (most
easily seen in Figure 1o). To understand the reduced
relative dynamic disorder (σij,T /|Jij |) in TES-ADT

relative to TIPS-PN, we first consider the PDOS dis-
tributions. Here we choose to use σij,T /|Jij |, instead
of σij,T (as used in the main text) because σij,T /|Jij |
is more closely correlated to µh for materials with
significantly different values for Jij [8]. In Figure
S23b, there is an increase in the lowest energy peak
of the TES-ADT PDOS relative to the same peak in
the TIPS-PN PDOS, which contradicts the increase
in computed µh. Interestingly, the PDOS for TIPS-
ADT is very similar to the PDOS of TES-ADT (Fig-
ure S23b), indicating that the change in backbone
structure (from pentacene to ADT) significantly con-
tributes to unfavorable changes to the PDOS (could
be due to softer intermolecular interactions of sul-
furs). Instead, the difference in σij,T /|Jij | is ex-
plained by the average EP coupling spectra in Figure
S23d. The acoustic modes in TES-ADT are less re-
sponsive to charge transport than in TIPS-PN. The
fundamental cause of the change in interaction is un-
known at this time, as we cannot deconvolute the
changes in the transfer integral gradient (∇Jij in the
main text) from the change in the direction of atomic
oscillations due to phonons.

Since all curves in Figure S23 are normalized, we
can directly compare the PDOS for all materials, and
average EP coupling spectra between any of the six
materials. In the main text, we show that TES-ADT,
and c8-BTBT are the two materials with highest µh
from the two structural families, so we compare them
here to assess why c8-BTBT is a better conductor
than the TES-ADT. C8-BTBT has a reduced PDOS
at low energy, and the peak is shifted to higher en-
ergies, and has lower average EP coupling at low en-
ergy, but TES-ADT has the higher µh using the un-
modified version of transient localization theory. To
explain this, we point to the work of Fratini et al.
in ref [8], in which the authors elucidated the impor-
tance of the relative sign and magnitude of the set
of transfer integrals. However, a much larger pro-
portion of the EP coupling spectrum for c8-BTBT
is above 200 cm−1 compared to the EP spectrum of
TES-ADT. After accounting for these differences, c8-
BTBT has a higher simulated µh, which agrees with
experimental values.
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Figure S24: (a) Phonon density of states projected
onto the backbone atoms, and (b) average electron-
phonon coupling spectrum for distinct transport di-
rections of m8-BTBT and c8-BTBT.

5.1 Comparison Between EP Cou-
pling in c8-BTBT and m8-BTBT

The three primary contributions to σij,T are the di-
rection of the phonon polarization vector, the direc-
tion/magnitude of the gradient of the transfer inte-

gral with respect to atomic coordinates (~∇Jij), and
energy of phonons. The polarization vector is the
set of vectors defining the direction of motion for
each atom in a particular phonon mode. Any EP
coupling parameter can be expressed as the scalar

product between ~∇Jij and phonon polarization vec-
tor (more details available in SI section 5). Changes
in the direction of the phonon polarization vector
affects EP coupling because the polarization vector
may be more orthogonal to ~∇Jij , minimizing the im-
pact of the particular mode on charge transport. The
energy of a phonon mode (h̄ωI) contributes to σij,T
by controlling the strength of the temperature factor
in equation (3), which gives much greater weight to
phonons with energy below kBT .

To engineer materials with improved µh through
reduced σij,T , we must correlate changes in structure
to changes in the three aforementioned contributions.
Since our DFT simulations provide both ~∇Jij and
complete information of every atomic motion for all
phonon modes in the system, we can begin to decon-
volute how the underlying contributions of σij,T are
impacted by changes in structure.

As an illustrative example, we focus on the m8-
BTBT/c8-BTBT pair because the frontier orbital
structure and relative position of the conjugated core
is nearly identical, leading to very similar Jij and
~∇Jij (Figure S24a). Thus, we only have to con-
sider changes in the directions of the phonon polar-
ization vectors and energies when assessing the effect
of chemical structure changes on σij,T . The phonon
density of states projected onto the BTBT portion
of the molecule (PDOS) provides insight into the
changes in phonon mode energies between c8-BTBT
and m8-BTBT. In Figure S24b, we see that c8-BTBT
has slightly more states at higher energy compared to
lower energy than m8-BTBT. This decrease in PDOS
for c8-BTBT partially explains the reduced σij,T (see
Table 1). Thus, our results support the idea that
the inclusion of side chains in BTBT-based materi-
als “locks” the conjugated core into place and shifts
phonon modes to higher energy, proposed in the work
of Illig et al. [28].

On the other hand, the changes in PDOS do not
fully account for the fluctuation σij,T in m8-BTBT
being 1.5 times larger than c8-BTBT, so we must
consider changes in the direction of phonon polariza-
tion vectors. Since ~∇Jij is the same for c8-BTBT and
m8-BTBT, any change observed in the EP coupling
parameters must be due to a change in phonon polar-
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ization. We verify this statement by defining a spec-
trum of average EP coupling parameters (|gavg(ω)|2)
as B(ω)/PDOS(ω), where B(ω) is the spectral den-
sity of EP coupling from Figure 4. A detailed dis-
cussion of the calculation of the |gavg(ω)|2 for all ma-
terials is contained in SI section 5. In Figure S24c,
we clearly see that |gavg(ω)|2 is reduced at energies
> 200 cm−1 for c8-BTBT, which indicates that the
acoustic and low-energy optic phonons are more or-
thogonal to ~∇Jij for c8-BTBT. Therefore, the addi-
tional octyl chain on c8-BTBT changes the polar-
ization vector directions such that the low energy
phonons are more decoupled from the hole, which
reduces σij,T and increases µh.

6 Transient Localization
Theory

The connection between the Hamiltonian parameters
and the measured mobility is a highly debated point.
It was fairly soon realized that the measured mo-
bility is too slow to be consistent with band trans-
port (it would imply unphysically short scattering
length). Many authors have adopted a variety of
quantum dynamics methods to propagate the charge
carrier including the coupling with nuclear modes.
A theoretical framework that seems particularly use-
ful to compare between materials has been proposed
by Fratini et. al [29], and was used to construct
a “map” of molecular semiconductors in ref [8]. It
avoids the integration of quantum or semiclassical
equations of motion, and it is based on the idea of
transient localization, namely the localization of the
charge due to dynamic disorder in the timescale τR
of the fluctuation of the transfer integral. Using a
Kubo-Greenwood approach and a relaxation time ap-
proximation, the mobility can be expressed in closed
form as

µ =
e

2kBT

L(τR)2

τR
(17)

The squared transient localization length L(τR)2 at
time τR is the average of the same quantity computed

along the two Cartesian dimensions of the high mo-
bility plane, i.e. L(τR)2 = (Lxx(τR)2 + Lyy(τR)2)/2.
The transient localization length in each direction
can be operatively computed (equation (18)) from
the eigenstates {|m〉} of a system with static disor-
der equivalent in magnitude to the dynamic disorder
at a given temperature (in essence, a system where
the nuclear modes have been frozen):

L2
xx(τR) =

1

Z

∑
n,m

e−En/kBT
∣∣∣〈n ∣∣∣ĵx∣∣∣m〉∣∣∣2

· 2(
h̄τ−1R

)2
+ (Em − En)

2
(18)

ĵx = −i
∑
k,l

(xk − xl) Jkl |k〉 〈l| (19)

Where Z is the partition function and {xk} is the
position of the localized states {|k〉} used to express
the eigenstates, |n〉 =

∑
k Cnk |k〉. An analogous re-

lation holds for L2
yy(τR).

In practice, one builds a Hamiltonian for a 2D lat-
tice of molecules where the nearest neighbor transfer
integral is distributed according to a given distribu-
tion. The localization length is evaluated via equa-
tion (18) using eigenstates obtained via a repeated
diagonalization of many instances of the disordered
Hamiltonian. The harmonic approximation, and the
approximation of a linear EP coupling imply that
the distribution of the transfer integral is Gaussian
is fully determined by the standard deviation σij,T
which can be computed from the EP coupling as de-
scribed above in section 5. The original theory was
developed assuming a single characteristic frequency
ωR = τ−1R for the fluctuation of the transfer inte-
gral. In a number of works, this frequency was cal-
culated from coupled molecular dynamics/quantum
chemistry calculations and appears to be fairly sim-
ilar among molecular semiconductors (all within the
30-70 cm−1 range) [8]. It is important to notice that
the computed mobility is not very sensitive to small
changes in τR. For example, an increase (decrease) of
the value of τR by 50% causes a decrease (increase)
of the mobility of about 30%.

The detailed calculation of the EP coupling based
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Table 5: Lattice parameters, relaxation times used in hole mobility calculations are displayed. Full mobility
tensor values (µxx, µxy, µyy) in the high mobility plane, and temperature dependent exponents are shown.

Material a b γ τR µxx µyy µxy a
(Å) (Å) (deg) (cm−1) (cm2V−1s−1)

c8-BTBT 6.05 7.37 90 49.3 6.68 3.03 3.04 0.972
BTBT 5.95 7.97 90 39.1 1.92 0.006 0.006 0.835

m8-BTBT 6.08 7.48 90.1 47.2 1.976 0.89 0.898 1.18
TIPS-PN 16.2 7.75 112 49.0 2.41 0.268 0.246 0.938
TES-ADT 13.7 7.22 108 64.9 7.02 1.41 1.35 1.19
TIPS-ADT 8.76 - - 53.9 1.09 0 0 0.988

Figure S25: Spectral density weighted by the phonon
population for all molecular pairs with σij, T =
300K > 200 cm−1.

on an accurate phonon Hamiltonian seems to confirm
that the characteristic fluctuation time is not chang-
ing substantially across materials. Combining equa-
tion (2) and (3) from the main text, we can define a
spectral density weighted by the phonon population

B′ij(ω, T ) =
1

2Nq

∑
I

coth

(
h̄ωI

2kBT

)
|gij,I |2 δ(h̄ω−h̄ωI)

(20)
This function focuses on the energy range of ther-

mally populated phonon modes (h̄ω < kBT ), and is
illustrated in Figure S25 (for T = 300K). It has a
broad peak in the region of 10-90 cm−1 for all materi-

als. More quantitatively, we can evaluate an average
characteristic fluctuation frequency as

〈ωR〉 =

∫
ωB′ij(ω, T )dω∫
B′ij(ω, T )dω

, (21)

limiting the integration range to the “classical
modes” i.e. 0 < ω < kBT/h̄. this characteristic
fluctuation frequency averaged over transfer integrals
present in each material has been reported for each
material in Table 5, and is used to evaluate mobility.

Figure S26: Temperature dependence of average µh
for each material.

The mobilities in Table 1 of the main text have
been computed considering a finite 2D lattice of 5000
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sites with different realizations of disorder, and re-
peating the computation of equation (18) 25 times
per material. The typical relative error in the com-
puted mobility due to the finite number of systems
considered is below 2%. The complete description of
the anisotropic µh tensor is given in Table 5. This
tensor was used to compute the minimum and maxi-
mum mobility values een in Table 1 of the main text.

The temperature dependence of µh for each mate-
rial is shown in Figure S26. Since each material is
assumed to be a single crystal, µh decreases with in-
creasing temperature; a characteristic of delocalized
transport. Experimentally measured µhs for highly
crystalline samples follow a power law (µh ∼ T−a).
Computed power law exponents are shown in Table 5.
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