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Note 1: Details for Carrier Population Ratio Calculations

At room temperature, most photo-generated electrons and holes in ML-WS2 are 

situated at the Λ valley (CBM) and Γ hill (VBM), respectively. However, as the 

temperature rises, the kinetic energy of excited-state carriers would be increased due 

to the stronger thermal motion, and electrons/holes will repopulate among different 

energy valleys/hills following the Boltzmann-distribution-law. Here, we define the 

numbers of electrons occupying the K and Λ valley as N1 and N2, respectively. 

Similarly, hole numbers at the K and Γ hill can be respectively set as P1 and P2. Then, 

the electron number ratio between the K valley and Λ valley and the hole number 

ratio between the K hill and Γ hill can be obtained using the following expressions:1-3
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From the above two equations, the population ratios of K valley electrons 

(N1/(N1+N2)) and K hill holes (P1/(P1+P2)) and those of Λ valley electrons 

(N2/(N1+N2)) and Γ hill holes (P2/(P1+P2)) could be respectively written as follows:
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In these equations,  is the conduction band energy difference between Λ Δ𝐸Λ ‒ 𝐾

valley and K valley and  is the valence band energy difference between Γ hill Δ𝐸Γ ‒ 𝐾

and K hill; k is the Boltzmann constant; Te and Th are the effective lattice 

temperatures for electrons and holes. For simplicity, Te and Th are supposed to be the 

same as environment temperatures. Re and Rh are the density-of-state ratios for 

electrons in K valley and Λ valley and for holes at K hill and Γ hill, respectively. 

The parameters Re, Rh and ,  can be obtained from other literatures -KΔE -KΔE

and our DFT calculations, respectively. They are listed in the Tab.S1 below: 

Re Rh △EΛ-Κ △EΓ-Κ

WS2 0.77 5.14 230 meV 40 meV

Tab.S1 The parameters employed for the calculations.4-6

By taking these parameters into the equations above, the temperature-dependent 

carrier population ratios among different energy valleys and hills can be obtained, as 

shown in Fig. 1(c) and (d) in the main text. 



Note 2: Comparison of Radiative Recombination Probability at the K 

and Λ/Γ point 

    According to the calculations in Note 1, the population ratio of photo-carriers at 

the K point (including K-valley and K-hill) is improved ~1000-fold when the 

environmental temperature is increased from 300 to 760 K. Although a tremendous 

increase of K-point carrier popoulation is achieved, the actual carrier population ratios 

at the K valley for electron (~0.02) and K hill for hole (~0.45) are still smaller than 

those at the Λ valley for electron (~0.98) and Γ hill for hole (~0.55). In addition to the 

carrier popoulation ratio, radiative recombination probability is another important 

factor that affects the practical fluorecence emisison intensity of different optical 

transitions. Herein, a comparison between the radiative recombination probability of 

different transition processes is made. We assume the radiative recombination 

probability at the K valley and K hill as ΡKe and ΡKh for electrons and holes, 

respectively. Simillarly, the radiative recombination probability of Λ valley electrons 

and Γ hill holes are set as ΡΛe and ΡΓh, respectively. The integrated intensity ratio of 

the K→K direct emission to Λ→Γ indirect emission (IK→K/IΛ→Γ) can be 

approximately expressed as:15
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where N1/N2 is the ratio of electron number at the K valley and Λ valley, P1/P2 is the 

number ratio of hole at the K hill and Γ hill (see Note 1 for detailed calculation). Take 

the value of N1/N2, P1/P2 and IK→K/IΛ→Γ at 760 K into equation (7) and (8), the ratio of 

radiative recombination probability can be obtained as follows:
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𝑃Λ𝑒
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= 6                      



The results demomstrate that the ΡK (including ΡKe and ΡKh) of K-point-related 

direct transition is generally one to two orders of magnitude higher than the ΡΛ/Γ 

(including ΡΛe and ΡΓh) of Λ/Γ-point-related indirect transitions. Thus, the PL 

intensity of the K→K direct emission is much stronger than that of the Λ→Γ indirect 

emission at elevated temepratures, even though most carriers are still located at the 

Λ/Γ points.



Note 3: Data Fitting for Time-Resolved PL Spectra of ML-WS2 at 

High Temperatures

In the main text, the time-resolved PL spectra of the K→K direct emission at 

different temperatures are plotted in Fig. 5. Here, the transient-state PL spectra at six 

different temperatures could be well fitted by an exponential attenuation function:

, where I and I0 are the PL intensity, and τ is the corresponding 0exp( / )I A t I  

fluorescence lifetime. The detailed fitting results are shown in the following Tab. S2. 

Temperatur

e

300K 360K 440K 520K 600K 680K

I0 22.27 21.65 20.46 20.32 26.76 25.46

τ 80±1 82±0.6 85±0.8 96±1.6 103±1.7 120±2

Tab. S2 Fitting parameters of the time-resolved PL spectra shown in Fig.5



Note 4: Discussion about the Calculation of Electronic Band 

Structure

It is noteworthy that heating up not only leads to the lattice expansion, but also 

causes the bandgap structure modification via strengthened electron-phonon 

interactions.7-10 The former has been considered in our first-principles calculations of 

the multilayer WS2 bandgap structure, whereas the latter is not involved in the 

calculation process. This is because involving thermo-induced electron-phonon 

interaction in the DFT simulations will make the whole calculation process extremely 

complex and difficult, which may not even give out a direct calculation result. Thus, 

the vast majority of reported bandgap calculations using DFT method are carried out 

at absolute 0 K, and do not consider the actual environmental temperature.11-14 So, it is 

a pity that we fail to take into account the thermo-induced electron-phonon interaction 

during the DFT simulations, which is beyond the scope of our calculation ability. 

   Although the accurate calculation of bandgap structure variation is difficult, Zhao 

et al. theoretically evaluated the influence of electron-phonon interaction on the 

bandgap structure of multilayer MoS2, WS2 and WSe2.23 It is claimed that the 

electron-phonon coupling effect appears to enhance the temperature-dependent 

bandgap shift, which is beyond the prediction by the DFT results. A general trend is 

that the bandgap energy decreases with temperature above the Debye temperature 

(TD), and keeps nearly invariable as the temperature is far below the TD. 

In the current case, the K valley moves downward and K hill moves upward, 

while Λ valley shifts up and Γ hill shifts down when the environment temperature is 

elevated.17, 23 Such a scenario will reduce the ∆EΛ-K in conduction band and ∆EΓ-K in 

valence band. That is, the potential barrier for carrier transfer decreases, which is 

beneficial for the inter-valley transfer of photocarriers. However, the precise positions 

of K valley/hill, Λ valley and Γ hill with increasing temperature cannot be obtained at 

the current stage. In addition, the proposed inter-valley transfer model is just an initial 

prototype, which needs to be further optimized. These issues will be our future 

research topic and deserve more in-depth investigation by improving the calculation 



method, relevant structure model and parameter setting.



Fig.S1 (a) and (b) Typical AFM images of other two ML-WS2 samples with different 

thickness of 120 nm (~150-layer) and 54 nm (~68-layer). (c) and (d) The TD-PL 

spectra of these two ML-samples meassured in argon atmosphere; the test temperature 

ranges from 300 to 760 K. 

To verify the reproducibility and reliability of the high-temperature-induced PL 

enhancement phenomenon, TD-PL measurements are performed on another two ML-

WS2 flakes with different thickness in argon atmosphere. As is shown, similar high-

temperature induced fluorescence emission enhancements could be observed as well. 

A decrease in the PL intensity is observed for the 68-layer WS2 sample after 

temperature higher than 680 K, which may be caused by the thermal quenching effect. 

These results indicate that the observed luminescence enhancements of ML-WS2 at 

elevated temperatures are reliable and reproducible.
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Fig.S2 (a) to (d) show the DFT calculated energy band structures of 4-layer WS2 with 

c-axis interlayer distance of 3.6 Å, 4.0 Å, 4.4 Å and 4.8 Å respectively. These figures 

present the evolution trend of ML-WS2 band strcuture from indirect to direct bandgap 

with the increasing c-axis interlayer distance.
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Fig.S3 (a) (b) and (c) show the energy band structures of 4-layer WS2 with a-axis 

lattice constants of 3.24 Å,3.3 Å and 3.36 Å respectively. The variation trend of 

bandgap with the increasing a-axis lattice constant can be observed in these schemes.



Fig.S4 The direct (EK-K) and indirect (EΛ-Γ) band-gap of WS2 as a function of the c-

axis interlayer distance (a) and the a-axis lattice constants (b). The insets show the 

direction of c/a-axis in the structural schematic diagram of WS2. The black vertical 

dashed lines plotted in (a) and (b) show the estimated increments of c-axis interlayer 

distance (~0.005 Å) and a-axis lattice constants (~0.009 Å) at 760 K. The increments 

were calculated on the basis of the thermal expansion coefficient of ML-WS2. 

In a previous study,16 an interlayer decoupling process is considered as the main 

reason for the enhancement of direct transition emission. It is thought that if the 

temperature is high enough, the c-axis interlayer spacing might be greatly enlarged as 

a result of the lattice thermal expansion. This may turn the ML-WS2 into an assembly 

of many isolated monolayer WS2, and switch the band-gap structure of ML-WS2 from 

indirect transition to direct transition. Thus, the fluorescence emission intensity is 

enhanced at high temperatures. 

In order to prove that the interlayer decoupling process discussed above cannot 

really happen in the current experiment, a series of DFT calculations of the electronic 

structure have been done on the ML-WS2. Herein, a 4L-WS2 model is used as the 

geometry configuration in the calculation, because the band structure of ML-WS2 is 

almost the same when the sample thickness is no less than four-layer.17, 18 Geometry 

optimizations and electronic structure calculations were performed within the 

framework of density functional theory as implemented in the Vienna ab initio 

Simulation Package (VASP) code.19 To accurately describe the van der waals (vdW) 



interactions between neighboring interlayers,20 a semi-empirical correction to the 

Kohn-Sham energy was adopted. The exchange correlation energy was described by 

the generalized gradient approximation (GGA) in the scheme proposed by Perdew-

Burke-Ernzerhof (PBE),21 which is broadly used due to its accuracy and economy. 

The ion-electron interaction was treated by the projector augmented wave (PAW) 

technique with 5d46S2 and 3S23P4 for W and S, respectively.22 The plane-wave kinetic 

energy cutoff of 550 eV was used. The Brillouin zone was sampled with 13 × 13 × 1 

 centered k points grid. A vacuum spacing of 15 Å was added along the c-axis for 

the two-dimensional structure calculations. The optimized lattice constants in our 

calculations are listed in the following Tab.S3. 

Lattice 
Orientation a-axis b-axis c-axis

Lattice 
Constant (Å) 3.17 3.17 12.47

Tab.S3 Optimized lattice constants in the current DFT calculations.

It should be noted that the cubical expansion of the ML-WS2 sample will occurs 

in the direction of both c-axis and a-axis. Hence, the electronic structures of ML-WS2 

with the increasing c-axis interlayer distance (out-plane) and a-axis lattice constant 

(in-plane) were calculated and the results are shown in Fig.S2 and Fig.S3, 

respectively. To clearly illustrate the band-gap evolution, the values of EΛ-Γ and EK-K 

as a function of c-axis and a-axis increment were extracted and shown respectively in 

Fig.S4 (a) and (b). In Fig.S4 (a), there is a crossover point from indirect to direct 

band-gap at △d=0.97 Å (~30% expansion). If the △d in c-axis is larger than 0.97 Å, 

the EK-K will be smaller than the EΛ-Γ and the ML-WS2 will behave as a direct band-

gap semiconductor with K→K transition as the main radiative recombination pathway 

for photo-carriers. This phenomenon is termed as the interlayer decoupling effect of 

ML-WS2.16 On the other hand, as shown in Fig.S4 (b), the values of EΛ-Γ and EK-K 

reduce with the increase of a-axis lattice constant and no crossover is observed at 

△d=0.18 Å (~6% expansion). Our calculation results agree well with the previous 

studies, confirming the reliability of our DFT calculations.23-25



Next, let’s consider the real c/a-axis distance increments induced by the thermal 

expansion in the current experiment. The practical increment values in c-axis 

interlayer distance and a-axis lattice constant of ML-WS2 can be estimated by the 

following equations: 

                           (9)
0

c
cK

c T





                           (10)
0

a
aK

a T





where Kc = 3.26 × 10-6 and Ka =6.35 × 10-6 are the linear thermal expansion 

coefficient along the c-axis and a-axis direction of 2H-phase WS2;26 c0 = 3.2 Å and a0 

= 3.1 Å are the original c-axis interlayer distance and a-axis lattice constant at room 

temperature27-29 = 460 K is the maximal temperature difference in the current T

experiments; ( ) is the corresponding increment in c-axis interlayer distance (a-c a

axis lattice constant). By taking these parameters into the above formulas,  and c

 are respectively estimated to be only ~0.005 and ~0.009 Å, which are illustrated a

by the dashed lines in the Fig.S4 (a) and (b).

Through the simple calculations above, the actual increments of the c-axis 

interlayer distance and a-axis lattice constant of ML-WS2 are demonstrated to be 

extremely small, which are much less than the estimated critical values of △d 

necessary for band-gap conversion. Thus, the thermo-induced volume expansion 

cannot cause the interlayer decoupling effect, and cannot switch the band-gap 

structure of ML-WS2 from the indirect to direct type in the current experiment. The 

decisive reason for the observed PL enhancement of ML-WS2 cannot be attributed to 

the interlayer decoupling effect, but should be ascribed to the inter-valley carrier 

transfer model.
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Fig.S5 DFT calculated bandgap structure diagrams of (a) 4-layer, (b) 8-layer and (c) 

bulk WS2 material.

The bandgap structure of multilayer WS2 varies slightly with the increasing 

thickness. To clearly illustrate this point, bandgap structure diagrams of 4-layer, 8-

layer and bulk WS2 are simulated via DFT calculations and relevant results are shown 

in the following Fig.S5. As can be seen, multilayer WS2 are all indirect-band-gap 

semiconductors in spite of their different layer numbers. However, the specific 

indirect-band-gap value changes slightly with the varied thickness (or layer number). 

For 4-layer WS2, the calculated bandgap is ~1.15 eV, while it reduces to ~1.0 eV 

when the layer number increases to 8-layer. For the bulk WS2, its indirect-band-gap 

value is ~0.9 eV. The shrinkage of simulated bandgap value with increasing layer 

number is due to the weakening of quantum confinement effect at larger thickness.32, 33 

It is noted that the simulated bandgap (~1.15 eV) is a little bit smaller than the 

experimentally observed value (~1.4 eV). Underestimation of material bandgap is a 

common phenomenon in the DFT simulations, which could be attributed to the 

introduction of semi-local PBE exchange-correlation function in the DFT calculation 

process.34-36 Despite this, the derived variation trend of bandgap value with layer 

number (or thickness) is still reliable and valuable.
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Fig.S6 shows the room temperature in-situ PL (a) and Raman (b) spectra of the ML-

WS2 before (black) and after (red) the TD-PL measurements.

To detect the variations of crystalline quality, in-situ PL and Raman spectra (the 

measuring position is marked as a blue spot shown in Fig.S7) are collected (see Fig. 

S6), since the PL and Raman spectra could reflect the defect concentration, strain, 

lattice disorder and so forth.4, 30 As shown in Fig.S6 (a), insignificant changes in peak-

position and FWHM occur in the PL spectra of the sample after the TD-PL test. In 

addition to the two original peaks, no other luminescence peaks appear in the 

spectrum. Moreover, in the Raman spectra of Fig.S6 (b), no significant variations can 

be observed. These phenomena indicate that no distinct defects were formed during 

the TD-PL measurements. Thus, the observed PL variation in the main text is not 

induced by the formation of more defects.



Fig.S7 AFM image and corresponding height line-scan of the ML-WS2 after the TD-

PL measurement. The blue spot marked in the image is the measuring position of the 

in-situ Raman and PL spectra.

The AFM image and the corresponding height line-scan of the ML-WS2 flake 

after the TD-PL test are presented in Fig.S7. As can be seen, no significant changes in 

surface topography of the sample are observed after the TD-PL measurement. In 

addition, the height of the sample is only changed by 0.6% after heating, indicating 

that the change in sample height can be ignored. WS2, whose melting point is 980 K, 

is always used as solid lubricant coatings due to its excellent mechanical property and 

physical stability.31, 37 Thus, it is concluded that the elevated temperature has ignorable 

influence on the quality of ML-WS2 in the current research and the PL enhancement 

is not aroused by the sample thickness change either.
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Fig.S8 TD-PL spectra of the multilayer WS2 samples on different supporting 

substrates: (a) c-sapphire, (b) n-Si and (c) p-Si.

The optical behavior of 2D materials may be affected by the supporting 

substrates. To study this effect, temperature-dependent PL spectra of the multilayer 

WS2 samples on different supporting substrates (c-sapphire, n-Si and p-Si) are 

measured and corresponding results are plotted in the Fig. S8. As can be seen, similar 

fluorescence emission enhancements are observed from all these samples, although 

they are placed on different substrates. This fact confirms the following two points: 1) 

the high-temperature-induced luminescence enhancement phenomenon is credible and 

reproducible for the multilayer WS2 on different substrates; 2) the proposed inter-

valley transfer mechanism could still be employed to explain these enhancement 

phenomena, affirming the validity of this proposed model. However, the specific 

enhancement factor, peak shift and line-shape change are different for the multilayer 

WS2 on different substrates. This may be because the interfacial strain, lattice 

mismatch and charge transfer between the substrate and WS2 are variable when 

different wafers are used as supporting substrates.38-41
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Fig.S9 (a) Power-dependent PL spectra of the multilayer WS2 sample. (b) Integrated 

PL intensity of the direct and indirect emission as a function of the incident laser 

power.

To study the influence of laser power density on the fluorescence emission of 

multilayer WS2, power-dependent PL spectra are measured at room temperature by 

tuning the laser output power from 0.1 to 5 mW, as shown in Fig.S9 above. 

Obviously, the entire PL intensity increases with the incident power (see Fig.S9 (a)), 

which could be attributed to the generation and recombination of more photocarriers 

at elevated excitation power. It is noted that the integrated intensity of both peaks 

(direct emission and indirect emission) shows a similar near-linear increase rate as the 

laser power rises (see Fig.S9 (b)). Such a power-dependent PL behavior is totally 

different from the temperature-dependent one (see Fig. 2(b) in the manuscript), in 

which the direct emission exhibits a rapider increase rate than the indirect one. This 

observation reveals that the fixed laser power (1 mW) itself cannot induce the 

observed significant PL enhancement. In addition, no notable peak redshift occurs and 

no new peaks related with defects appear when the laser power increases, indicating 

the laser power employed here does not cause a serious local heating effect and the 

sample is not apparently damaged. The observed fluorescence emission enhancement 

of multilayer WS2 is mainly caused by the inter-valley carrier transfer mechanism, 

instead of the laser effect. 
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