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## Experimental Details

General Considerations. Unless otherwise noted, all solvents and reagents were purchased from commercial vendors and used without further purification. Zirconium tetrachloride $\left(\mathrm{ZrCl}_{4}\right)$ was purchased from Sigma-Aldrich and stored under an inert atmosphere. All MOF syntheses were executed in Qorpak ${ }^{\text {TM }}$ clear borosilicate sample vials GLC01006. MOF syntheses were performed on the benchtop, and after washing the synthesized MOFs were stored under an inert atmosphere. The material $[5,10,15,20-\mathrm{Tetrakis}(4-$ carboxyphenyl)porphyrinato]-Cu(II) (CuTCPP) was synthesized according to literature procedures. ${ }^{1}$ The preparation of $\mathrm{H}_{2}$ TCPP was performed following the previously described procedure. ${ }^{2,3}$

Note on the synthesis of $\mathbf{X \%} \mathbf{C u}-\mathbf{P C N} \mathbf{- 2 2 4}$. We found that the purity of $\mathrm{ZrCl}_{4}$ was crucial to synthesizing highly crystalline MOF. Exposure of $\mathrm{ZrCl}_{4}$ to air and solvents caused the white powder to turn yellow over time, which can lead to MOFs of poor crystallinity. In addition, water was found to be crucial to selectively forming the PCN-224 structure over other porphyrin MOF structure types. Commercial DMF does not have the required water content to selectively form $\mathrm{PCN}-224$, and hence $1-3$ drops of DI water were added to each MOF synthesis vial. We were able to successfully synthesize phase-pure materials reported below with the amount of water stated.
$\mathbf{1 0 \%} \mathbf{C u}-\mathbf{P C N}-224$ (1). We combined $\mathrm{ZrCl}_{4}(2.52 \mathrm{~g}, 10.8 \mathrm{mmol})$ and 168 mL of DMF in a 500 mL Erlenmeyer flask and then sonicated the mixture for an hour to yield a clear colorless solution. Benzoic acid ( $72 \mathrm{~g}, 590 \mathrm{mmol}$ ) was then added, and the mixture was sonicated for an hour to form a clear, light yellow solution. We placed CuTCPP $(5.3 \mathrm{mg})$ and $\mathrm{H}_{2}$ TCPP $(65.1 \mathrm{mg})$ into each of the 12 GLC01006 vials and evenly distributed the Zr solution among the 12 vials ( $\sim 19 \mathrm{~mL}$ each, 49.1 mmol benzoic acid, 0.90 mmol $\mathrm{ZrCl}_{4}$ ). We then added one drop of water to each vial. The vials were sealed and sonicated for an hour to yield dark green solutions. The vials were heated in an oven at $130^{\circ} \mathrm{C}$ for three days, after which dark precipitates formed along the vial walls. After cooling to room temperature, the dark red supernatant was decanted from each vial. A sample of the material from each vial was washed with $2 \times 2 \mathrm{~mL}$ acetone, and then screened by PXRD. All vials with phase-pure PCN-224 were combined in a 200 mL jar, and the MOF was washed with $6 \times 150 \mathrm{~mL}$ DMF at $150^{\circ} \mathrm{C}$ and $6 \times 150 \mathrm{~mL}$ methanol at $80^{\circ} \mathrm{C}$. The MOF was then dried under vacuum at $150{ }^{\circ} \mathrm{C}$ overnight, and subsequently transferred into a $\mathrm{N}_{2}$ glovebox. The MOF was activated in accordance to the procedure below, then stored in a solvent-free glovebox. Experimental BET surface area of $3030 \mathrm{~m}^{2} / \mathrm{g}$ closely matches those reported of other metallated $\mathrm{PCN}-224$, confirming the successful activation and porosity of the framework. ${ }^{4}$ ICP-OES confirmed the degree of CuTCPP incorporation into the framework. Yield: $0.1292 \mathrm{~g}(3.1 \%)$. Expected $\mathrm{Zr}: \mathrm{Cu}$ ratio from ICP-OES: 40:1; Found: 43.8:1.

40\% Cu-PCN-224 (2). We combined $\mathrm{ZrCl}_{4}(2.52 \mathrm{~g}, 10.8 \mathrm{mmol})$ and 168 mL of DMF in a 500 mL Erlenmeyer flask and sonicated the mixture for an hour to yield a clear colorless solution. Benzoic acid (72 $\mathrm{g}, 590 \mathrm{mmol}$ ) was then added, and the mixture was sonicated for an hour to form a clear, light yellow solution. We added CuTCPP ( 27.2 mg ) and $\mathrm{H}_{2}$ TCPP $(44.8 \mathrm{mg})$ to each of the 12 GLC01006 vials and distributed the Zr solution evenly among the 12 vials ( $\sim 19 \mathrm{~mL}$ each, 49.1 mmol benzoic acid, 0.90 mmol $\mathrm{ZrCl}_{4}$ ). One drop of water was added to each vial. The vials were sealed and sonicated for an hour to yield dark green solutions. The vials were heated in an oven at $130^{\circ} \mathrm{C}$ for three days, after which dark precipitates formed along the vial walls. After cooling to room temperature, the dark red supernatant was decanted from each vial. A sample of the material from each vial was washed with $2 \times 2 \mathrm{~mL}$ acetone, and then screened by PXRD. All vials with phase-pure PCN-224 were combined in a 200 mL jar, and the MOF was washed with $6 \times 150 \mathrm{~mL}$ DMF at $150{ }^{\circ} \mathrm{C}$ and $6 \times 150 \mathrm{~mL}$ methanol at $80^{\circ} \mathrm{C}$. The MOF was then dried under vacuum at $150^{\circ} \mathrm{C}$ overnight, and subsequently transferred into a $\mathrm{N}_{2}$ glovebox. The MOF was activated in accordance to the procedure below, then stored in a solvent-free glovebox. Experimental BET surface area of $2427 \mathrm{~m}^{2} / \mathrm{g}$ closely matches those reported of other metallated PCN-224, confirming the successful activation and porosity of the framework. ${ }^{4}$ ICP-OES confirmed the degree of CuTCPP incorporation into the framework. Yield: $0.4852 \mathrm{~g}(11.4 \%)$. Expected $\mathrm{Zr}: \mathrm{Cu}$ ratio from ICP-OES: 10:1; Found: 9.35:1.
$\mathbf{1 0 0 \%} \mathbf{C u}-\mathrm{PCN}-224$ (3). We combined $\mathrm{ZrCl}_{4}(2.52 \mathrm{~g}, 10.8 \mathrm{mmol})$ and 168 mL of DMF in a 500 mL Erlenmeyer flask and sonicated the mixture for an hour to yield a clear colorless solution. Benzoic acid (72 $\mathrm{g}, 590 \mathrm{mmol}$ ) was then added, and the mixture was sonicated for an hour to form a clear, light yellow solution. We added CuTCPP ( 56.6 mg ) and $\mathrm{H}_{2}$ TCPP $(17.5 \mathrm{mg})$ to each of the 12 GLC01006 vials and distributed the Zr solution evenly distributed among the 12 vials ( $\sim 19 \mathrm{~mL}$ each, 49.1 mmol benzoic acid, $0.90 \mathrm{mmol}_{\mathrm{ZrCl}}^{4}$ ). One drop of water was added to each vial. The vials were sealed and sonicated for an hour to yield dark green solutions. The vials were heated in an oven at $130{ }^{\circ} \mathrm{C}$ for three days, after which dark precipitates formed along the vial walls. Single crystals of $\mathbf{3}$ were also present within the precipitates yielded from this hydrothermal synthesis and were washed and activated with the bulk of the yielded material. After cooling to room temperature, the dark red supernatant was decanted from each vial. A sample of the material from each vial was washed with $2 \times 2 \mathrm{~mL}$ acetone, and then screened by PXRD. All vials with phase-pure PCN-224 were combined in a 200 mL jar, and the MOF was washed with $6 \times 150$ mL DMF at $150{ }^{\circ} \mathrm{C}$ and $6 \times 150 \mathrm{~mL}$ methanol at $80^{\circ} \mathrm{C}$. The MOF was then dried under vacuum at $150{ }^{\circ} \mathrm{C}$ overnight, and subsequently transferred into a $\mathrm{N}_{2}$ glovebox. The MOF was activated in accordance to the procedure below, then stored in a solvent-free glovebox. Experimental BET surface area of $3076 \mathrm{~m}^{2} / \mathrm{g}$ closely matches those reported of other metallated PCN-224, confirming the successful activation and
porosity of the framework. ${ }^{4}$ ICP-OES confirmed the degree of CuTCPP incorporation into the framework. Yield: 0.4752 g (10.9\%). Expected $\mathrm{Zr}: \mathrm{Cu}$ ratio from ICP-OES: 4:1; Found: 3.99:1.

## Electron Paramagnetic Resonance Measurements

We transferred samples of the activated MOFs into 4 mm OD Wilmad quartz tubes in a solvent-free nitrogen glovebox. To prevent dioxygen contamination, we attached the tubes onto a custom-built adapter for the Micromeritics ASAP 2020 instrument in the glovebox. The setup was then transferred from the glovebox to the instrument, enabling an air-free transfer. The EPR tube was cycled four times with ultrahigh purity helium, then approximately 450 mmHg He was dosed into the tube. We then flame-sealed the tube. For $100 \% \mathrm{Cu}-\mathrm{PCN}-224$, the MOF was transferred into a 1.6 mm OD Wilmad Q-band quartz tube, which was then placed inside the 4 mm quartz tube and sealed.

All pulse and cw EPR data for the MOFs were collected at X-band frequency ( $9-10 \mathrm{GHz}$ ) on a Bruker Elexsys E580 EPR spectrometer (Bruker Biospin, Rheinstetten, Germany) equipped with a split ring resonator (ER4118X-MS5) and employed a 1 kW TWT amplifier (Applied Systems Engineering) at Northwestern University. Temperature was controlled via an Oxford Instruments CF935 helium cryostat and an Oxford Instruments MercuryiTC temperature controller. Continuous wave (cw) EPR spectra were collected at 80 K for $\mathbf{1 - 3}$. The spectra were fit using Easyspin. ${ }^{5}$ The spectra were fit using a spin system containing an $S=1 / 2$ electronic spin coupled to a Cu nucleus, assuming natural isotopic abundance of ${ }^{63} \mathrm{Cu}$ $(I=3 / 2)$ and ${ }^{65} \mathrm{Cu}(I=3 / 2)$, and four ${ }^{14} \mathrm{~N}$ nuclei $(I=1)$ to generate the multiline patterns seen in the cw EPR spectra. Linewidths were fit with Gaussian and Lorentzian distributions, the latter of which was used to determine line broadening due to electron-electron dipolar interactions. ${ }^{6}$ Parameters for each fit to the cw spectra are reported in Table S 2 . Based on the symmetry of the Cu site in the porphyrin unit, we constrained the hyperfine coupling values for the four nitrogen nuclei to be identical. The parameters for $\mathbf{1 - 3}$ are consistent with those of other molecular porphyrin complexes, indicative that no significant change in electronic structure incurred upon incorporation into a MOF. ${ }^{7-10}$

For pulse EPR measurements, we selected two resonances at which we performed our pulsed EPR experiments: 2942 G and 3328 G . For 3, the same resonances appeared at 3010 G and 3410 G , respectively. The EPR transitions at these two field positions represent transitions along two different molecular orientations. The lower field transition corresponds to the principal axis $g_{\|}$, which is perpendicular to the porphyrin plane. The higher field transition corresponds to a powder average of orientations. ${ }^{10-12}$ Previous studies have established orientation dependences of spin relaxation in copper(II) porphyrins, including a recent work on the spin dilute 2D copper(II) porphyrinic MOF $\left[\left\{\mathrm{Cu}_{0.01} \mathrm{Zn}_{0.99} \mathrm{TCPP}\right\} \mathrm{Zn}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]_{\infty} \cdot 2 \mathrm{DMF}$. ${ }^{13-}$ ${ }^{15} T_{1}$ and $T_{2}$ between the two resonances in $\mathbf{1 - 3}$ were very similar, in accordance to the orientation dependence explored in a previous study on a copper(II) porphyrinic MOF. ${ }^{15}$

Pulsed measurements were conducted at the two resonances for $\mathbf{1 - 3}$. In performing the pulsed measurements, pulse lengths and delays were adjusted to maximize echo intensity. Typical pulse sequences were used as follows; Echo decay curves to determine $T_{2}$ were collected by application of a two-pulse echo sequence ( $\pi / 2-\tau-\pi-\tau-$ echo) with increasing interpulse delay $\tau$. Pulse lengths of the $\pi / 2$ and $\pi$ pulses were 16 and 32 ns , respectively, with an initial interpulse delay of 100 ns . All $T_{2}$ measurements used 4 -step phase cycling. Saturation recovery curves to determine $T_{1}$ were collected by application of a picket-fence sequence of eight microwave pulses of 20 ns with an interpulse delay of $1 \mu \mathrm{~s}$. This was followed with a two-pulse echo sequence ( $\pi / 2-\tau-\pi-\tau-$ echo) with 16 and 32 ns pulse lengths for the $\pi / 2$ and $\pi$ pulses, respectively, and an initial interpulse delay of 100 ns . Field-swept echo-detected EPR spectra were collected using a two-pulse echo sequence with microwave pulses of 16 and 32 ns with a 100 ns delay time between the pulses. Transient nutation experiments were performed at 20 K for $\mathbf{1 - 3}$ at the 2942 G resonance with a three-pulse sequence ( $t_{\mathrm{p}}-T-\pi / 2-\tau-\pi-\tau-$ echo). $T$ and $\tau$ were held constant at 600 and 100 ns , respectively. The duration of the $\pi / 2$ and $\pi$ pulses were 16 and 32 ns , respectively, for all microwave powers.

Echo decay curves and nutation data were phased by maximization of the sum of the real component of the signal and minimization of the sum of the imaginary component of the signal. Saturation recovery curves were phased by the maximization of the sum of the squares of the real component of the signal and minimization of the sum of the squares of the imaginary component of the signal. Data manipulations were performed in Origin 9.0 and MATLAB R2016a. To extract spin-lattice relaxation times ( $T_{1}$ ), saturation recovery curves were fit using a function that accounts for the contribution of cross relaxation $(a): I(t)=$ $\left(A_{0}-A_{1}\right)\left(e^{-t / T_{1}-\sqrt{t / a}}\right)+A_{2} \cdot{ }^{16}$ As a comparison, the data was also fit with the stretched exponential function: $I(t)=\left(1-A_{0} e^{-\left(t / T_{1}\right)^{\beta}}\right)+A_{1}$. The value of the stretch factor $\beta$ correlates to the range of relaxation rates observed in the saturation recovery curve. For two dominant relaxation processes that contribute to $T_{1}$ relaxation, the value of $\beta$ should approach 0.5 . We observe $\beta$ values of 0.66 at 10 K in $\mathbf{3}$, which increases slightly to 0.83 at 80 K . In contrast, the $\beta$ values of $\mathbf{1}$ remain from $0.87-0.92$ across the entire temperature range. This suggests that spectral diffusion relaxation process is significant in 3, corroborating the findings found through the fit incorporating spectral diffusion. Spin-spin relaxation times $\left(T_{2}\right)$ were determined by fitting echo decay curves to a monoexponential function: $I(2 \tau)=A_{0} e^{-2 \tau / T_{2}}+$ $A_{1}$. Nutation data were normalized and zero-filled with 1024 data points prior to performing a fast Fourier transformation with a Hanning window.

To model the contribution of spin-spin interactions in $T_{2}$, the modulations of the Hahn echo decays of $\mathbf{1 - 3}$ was fit using a custom MATLAB function based on the following function: ${ }^{17,18}$

$$
V(2 \tau)=\left\{\left(\cos (R \tau)+\left(\frac{1}{2 T_{1} R}\right) \sin (R \tau)\right)^{2}+\left(\frac{\omega_{d-d}}{2 R}\right)^{2} \sin ^{2}(R \tau)\left(1-2\left\langle\sin ^{2}\left(\frac{\varphi}{2}\right)\right\rangle\right)\right\} e^{-\tau / T_{1}}
$$

$$
\begin{aligned}
R & =\frac{\omega_{d-d}}{2} \sqrt{1-\frac{1}{\left(\omega_{d-d} T_{1}\right)^{2}}} \\
\omega_{d-d} & =\frac{1}{\hbar}\left(\frac{g_{1} g_{2} \beta^{2}\left(1-3 \cos ^{2} \theta\right)}{r^{3}}\right)
\end{aligned}
$$

where $T_{1}$ is the spin-lattice relaxation time, $\omega_{d-d}$ is the frequency of the dipolar interaction between two spin centers, $\left\langle\sin ^{2}\left(\frac{\varphi}{2}\right)\right\rangle$ is the probability of the excitation of nearby dipolar-coupled spins by the applied microwave pulse, $g_{1}$ and $g_{2}$ are the $g$-factors of the dipolar-coupled spins, $r$ is the distance between the dipolar coupled spins, and $\theta$ is the angle between the direction of the applied magnetic field and that of $r$. To apply this model for the temperature dependence of $T_{2}$ in $\mathbf{1 - 3}$, we first determined the $\operatorname{copper}(\mathrm{II})$ copper(II) distances within the framework using the crystal structure of $\mathbf{3}$, which are reported in Table S13. With these distances and the $T_{1}$ values of $\mathbf{1 - 3}$, we fit the Hahn echo decay curves with the following function:

$$
I(T, 2 \tau)=I(10 \mathrm{~K}, 2 \tau)\left(\frac{V\left(T, r_{1}, 2 \tau\right)}{V\left(10 K, r_{1}, 2 \tau\right)}\right)^{m_{1}(C)^{f_{1}}}\left(\frac{V\left(T, r_{2}, 2 \tau\right)}{V\left(10 K, r_{2}, 2 \tau\right)}\right)^{m_{2}(C)^{f_{2}}} \ldots\left(\frac{V\left(T, r_{n}, 2 \tau\right)}{V\left(10 K, r_{n}, 2 \tau\right)}\right)^{m_{n}(C)^{f_{n}}}
$$

Fundamentally, we sought to isolate the temperature-dependent contributions to spin-spin interactions by taking the ratio between the calculated modulations $V\left(T, r_{i}, 2 \tau\right)$ for a given spin-spin distance $r_{\mathrm{i}}$ at some temperature $T$ and 10 K , which serves as the reference spectrum. Doing so determines the Hahn echo decay modulation by spin-spin interactions at distance $r_{\mathrm{i}}$ for a given temperature $T$ relative to that at 10 K . We calculate this ratio for an $n$ number of copper(II)-copper(II) distances $r_{1}-r_{n}$. The exponent $m_{i}(C)^{f_{i}}$ accounts for the number of copper(II)-copper(II) distances $\left(m_{i}\right)$, the concentration of copper(II) centers in the framework $(C)$, and a weight factor $f_{i}$ that accounts for the magnitude of the contribution by spin centers present at the distance $r_{i}$ for spin concentrations less than $100 \%$. As $f_{i}$ approaches $0,(C)^{f_{i}}$ will approach unity, suggesting that the spins at that distance are contributing significantly to spin relaxation. In contrast, as $f_{i}$ becomes large, $(C)^{f_{i}}$ will approach 0 , suggesting spins at that distance contribute little to spin relaxation. After calculating the temperature-dependent contributions at each distance $r_{i}$, each contribution was combined with the Hahn echo decay of the reference 10 K data, thereby including temperature independent contributions to spin decoherence such as electron spin echo envelope modulation (ESEEM) and intrinsic $T_{2}$ of the spin centers. We thus apply this equation to model the Hahn echo decay of the system at the temperature $T$. In applying this model, the Hahn echo decays of $\mathbf{3}$ at both resonances were fit simultaneously, varying $m_{i}$ to determine the number of contributions that are present at a given $r_{i}$. The upper limit for these values were set to be the number of copper(II)-copper(II) distances determined from the crystal structure. These $m_{i}$ values were then applied to fit the Hahn echo decays of $\mathbf{1}$ and $\mathbf{2}$. All data sets of $\mathbf{1}$ and $\mathbf{2}$ were fit globally, varying the weight factor $f_{i}$ to fit the data. Copper(II)-copper(II) distances up to
$60 \AA$ were considered in our model. Previous works involving spin labels have demonstrated dipolar interactions between electronic spins up to $10 \mathrm{~nm} .{ }^{19-21}$ For our model, distances beyond $60 \AA$ did not significantly improve the fit of the experimental data, suggesting that the contribution of these distant spins to $T_{2}$ relaxation are not significant. Results of the fit are reported in Table S13 and Figure S7.

The temperature dependence of $T_{1}$ was fit using the curve fitting application in MATLAB R2016a with the following equation: ${ }^{22}$

$$
\frac{1}{T_{1}}=A_{D i r} T+A_{\text {Ram }}\left(\frac{T}{\theta_{D}}\right)^{9} J_{8}\left(\frac{\theta_{D}}{T}\right)+A_{\text {Orb }}\left[\frac{1}{e^{\theta_{\text {Orb }} / T-1}}\right]
$$

where $T$ is the temperature in Kelvin, $A_{\text {dir }}$ is the contribution from the direct process, $A_{\text {Ram }}$ is the contribution from the Raman process, $\theta_{\mathrm{D}}$ is the Debye temperature, $A_{\mathrm{Orb}}$ is the contribution from the Orbach-Aminov process, $\theta_{\text {Orb }}$ is the Orbach energy corresponding to the energy of the excited energy state, and $J_{8}$ is the transport integral:

$$
J_{8}\left(\frac{\theta_{D}}{T}\right)=\int_{0}^{\theta_{D / T}} x^{8} \frac{e^{x}}{\left(e^{x}-1\right)^{2}} d x
$$

The full analytical expression of the transport integral used in fitting (and written in the form of MATLAB code) is:
$J_{8}(x)=\quad \operatorname{real}\left(-(x . \wedge 8 . /(-1+\exp (x)))+8 . *\left(-(x . \wedge 8 . / 8)+x . \wedge 7 . * \log (1-\exp (x))+7 .{ }^{*} x .{ }^{\wedge} 6 .{ }^{*} \operatorname{polylog}(2, \exp (x))-\right.\right.$ 42.* $x$. ${ }^{\wedge}$. ${ }^{*} \operatorname{polylog}(3, \exp (x))+210 . * x$.^4. ${ }^{*}$ polylog $(4, \exp (x))-840 . * x$. $^{\wedge}$. ${ }^{*}$ polylog $(5, \exp (x))+2520$.*
$x . \wedge^{2} .{ }^{*} \operatorname{polylog}(6, \exp (x))-5040 .{ }^{*} x .{ }^{*}$ polylog(7, $\left.\left.\exp (x)\right)+5040 .{ }^{*} \operatorname{polylog}(8, \exp (x))\right)-8 . *$
(5040.*polylog(8,1)))
where $x=\left(\frac{\theta_{D}}{T}\right)$. $\theta_{\text {orb }}$ was calculated using the point-dipole approximation and assuming $g=2$. Nearest neighbor spin-spin distance of $13.5948 \AA$ was used for the calculation. All $T_{1}$ vs. temperature data for a given resonance were fit simultaneously across $\mathbf{1 - 3}$, with only the $A_{\text {Orb }}$ parameter varying between the fits across 1-3.

Magnetometry. All samples were prepared under an inert atmosphere in a glove box and were measured in sealed polyethylene pouches. Samples of $\mathbf{3}$ were densely packed into polyethylene pouches, heat sealed, and rolled to fit into plastic straws to prevent torqueing of crystallites. All measurements were conducted on a Quantum Design MPMS-XL SQUID magnetometer. Initially, magnetization from $0-3 \mathrm{~T}$ at 80 K was measured, and linear fit to the data indicated no ferromagnetic impurities in the sample. Ac susceptibility measurements were performed with a 4 Oe ac field oscillating at frequencies between $1-1488 \mathrm{~Hz}$ under various applied dc fields $(0.025-2 \mathrm{~T})$ and temperatures $(5-10 \mathrm{~K})$. The obtained data was corrected for diamagnetic contributions from the polyethylene pouch as well as core diamagnetism from the sample using

Pascal's constants. ${ }^{23}$ Cole-Cole plots of the ac susceptibility data were fit with the following equations to extract $\tau$ : ${ }^{24}$

$$
\begin{gathered}
\chi^{\prime}(\omega)=\chi_{S}+\left(\chi_{T}-\chi_{S}\right) \frac{1+(\omega \tau)^{1-\alpha} \sin \left(\frac{\pi \alpha}{2}\right)}{1+2(\omega \tau)^{1-\alpha} \sin \left(\frac{\pi \alpha}{2}\right)+(\omega \tau)^{2-2 \alpha}} \\
\chi^{\prime \prime}(\omega)=\left(\chi_{T}-\chi_{S}\right) \frac{(\omega \tau)^{1-\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}{1+2(\omega \tau)^{1-\alpha} \sin \left(\frac{\pi \alpha}{2}\right)+(\omega \tau)^{2-2 \alpha}}
\end{gathered}
$$

In the Cole-Cole plots of the ac susceptibility data collected at 3410 G , a shoulder appears at high frequency ( $500-1488 \mathrm{~Hz}$ ), which can be attributed to a second relaxation process. We fitted the dominant relaxation process to extract out $\tau$ values.

The magnetic field dependence of $\tau$ was fit with the extended Brons-van Vleck model shown in the following equation: ${ }^{25-27}$

$$
\frac{1}{\tau}=c B^{4}+d \frac{1+e B^{2}}{1+f B^{2}}+g \frac{1+e B^{2}}{1+h B^{2}}
$$

The first term of the equation relates to the field dependence of the direct process. The second and third terms account for the effect of the internal magnetic field that contributes to spin relaxation, which includes inter- and intramolecular interactions such as spin-spin dipolar interactions.
$\tau$ values obtained from ac susceptibility as a function of temperature (Figure S13b) reveal spin relaxation times comparable to those obtained from pulse EPR, with $\tau=446 \mu$ s and $T_{1}=89 \mu \mathrm{~s}$ at 10 K . Discrepancies may be attributed to spin-phonon bottleneck effects that slow spin relaxation due to poor dissipation of phonons generated by spin relaxation. ${ }^{28,29}$

Activation and Surface Area Measurements. Samples of 1-3 were packed into a pre-weighed analysis tube and sealed with a Micromeritics TranSeal ${ }^{\mathrm{TM}}$. Activation and measurement were performed on a Micromeritics ASAP 2420 instrument. The samples were activated at $150^{\circ} \mathrm{C}$, with an initial ramp rate of $3^{\circ} \mathrm{C}$, until an outgas rate of $\leq 1 \mu \mathrm{mHg} / \mathrm{min}$ was observed. The sample tube was then weighed to determine the final mass of the MOF. Nitrogen adsorption isotherms were collected at 77 K . Surface areas were calculated from the nitrogen adsorption isotherms using Brunauer-Emmett-Teller (BET) theory. Optimal $P / P_{0}$ pressure ranges used to calculate BET surface area was determined through a plot of $v\left(P_{0}-P\right)$ vs $P / P_{0}$ in accordance to the first BET consistency criterion, where $v$ is the volume of $\mathrm{N}_{2}$ adsorbed per gram of MOF. ${ }^{30} P / P_{0}$ values at and before the maximum of $v\left(P_{0}-P\right)$ were used to calculate the BET surface area, as shown in Figure S18. After these measurements, the samples were immediately transferred to a solventfree nitrogen glovebox for storage.

X-ray Data Collection, Structure Solution and Refinement for 3. The crystal structure of $\mathbf{3}$ was collected at the X-ray Crystallography lab of the Integrated Molecular Structure Education and Research Center at Northwestern University. Crystals of $\mathbf{3}$ were coated in Paratone N oil and mounted on MiTeGen MicroMounts ${ }^{\mathrm{TM}}$ rods under a stream of $\mathrm{N}_{2}$ at 100 K . Crystallographic data for 3 were collected at 100 K on a Bruker KAPPA diffractometer with a $\mathrm{CuK} \alpha \mathrm{I} \mu \mathrm{S}$ microfocus X-ray source with MX Optics, Apex II detector, and Oxford Cryosystems Cryostream cryostat. All raw data were integrated and corrected for Lorentz and polarization effects using Bruker Apex2 v. 2014.11. ${ }^{31}$ Absorption corrections were applied using SADABS. ${ }^{32}$ The space group of $\mathbf{3}$ was determined by examination of systematic absences, $E$ statistics, and successive refinement of the structure. The crystal structures were solved with direct methods and further refined with SHELXL ${ }^{33}$ operated with the OLEX2 interface. ${ }^{34}$ Thermal parameters for all nonhydrogen atoms were refined anisotropically. All hydrogen atoms were fixed at ideal positions, refined using a riding model for all structures, and refined using isotropic displacement parameters derived from their parent atoms. Full crystallographic details of $\mathbf{3}$ are listed in Table S1. Residual electron density found in the difference Fourier map was removed using the solvent mask protocol in OLEX2. This residual electron density likely arises from either residual solvent, or partial occupation of a separate morphology of a previously reported and closely related compound MOF-525. ${ }^{35}$

Other Physical Measurements. UV-Visible diffuse reflectance spectra were recorded on an Agilent Cary $5000 \mathrm{UV} / \mathrm{Vis} / \mathrm{NIR}$ spectrometer equipped with an integrating sphere. Samples were prepared by a 7-fold dilution of the MOF with $\mathrm{BaSO}_{4}$ and pulverized with an agate mortar and pestle to yield a smooth, homogenous powder. The spectra were treated with a background correction of $\mathrm{BaSO}_{4}$. ICP-OES measurements were collected with a Thermo iCAP 7600 instrument. Elemental analysis was performed at the Integrated Molecular Structure Education and Research Center (IMSERC) at Northwestern University. The determined elemental percentages are as follows: Anal. Calcd. for $\mathrm{C}_{144} \mathrm{Cu}_{0.3} \mathrm{H}_{121.4} \mathrm{~N}_{12} \mathrm{O}_{64} \mathrm{Zr}_{12}(\mathbf{1}): 41.60$ $\% \mathrm{C}, 2.94 \% \mathrm{H}, 4.04 \% \mathrm{~N}$. Found: $46.74 \% \mathrm{C}, 2.72 \% \mathrm{H}, 3.96 \% \mathrm{~N}$. Anal. Calcd. for $\mathrm{C}_{144} \mathrm{Cu}_{1.2} \mathrm{H}_{119.6} \mathrm{~N}_{12} \mathrm{O}_{64} \mathrm{Zr}_{12}$ (2): $41.05 \% \mathrm{C}, 2.86 \% \mathrm{H}, 3.99 \% \mathrm{~N}$. Found: $48.15 \% \mathrm{C}, 3.02 \% \mathrm{H}, 3.80 \% \mathrm{~N}$. Anal. Calcd. for $\mathrm{C}_{144} \mathrm{Cu}_{3} \mathrm{H}_{116} \mathrm{~N}_{12} \mathrm{O}_{64} \mathrm{Zr}_{12}(3): 40.00 \% \mathrm{C}, 2.70 \% \mathrm{H}, 3.89 \% \mathrm{~N}$. Found: $46.37 \% \mathrm{C}, 3.10 \% \mathrm{H}, 3.96 \% \mathrm{~N}$. The large differences between the expected and observed elemental percentages can be attributed to the large number of defect sites within Zr -based frameworks, wherein many open coordination sites exist at the Zr nodes. These sites may be occupied by benzoic acid, acetate, or DMF molecules that are strongly bound to the nodes. ${ }^{36,37}$ For PCN-224, the Zr nodes contain 12 potential coordination sites, six of which are coordinated to the porphyrinic ligand. Thus, for a unit of MOFs $\mathbf{1}-\mathbf{3}$, there exists 12 possible coordination sites for other molecular species. Calculations of the $\mathrm{C}, \mathrm{H}$, and N elemental percentages for $\mathbf{1} \mathbf{- 3}$ including benzoic acid and DMF molecules yielded values closer to the experimentally determined values.

Table S1 $\mid$ Crystallographic data for the structure refinement of $\mathbf{3}$.

| Empirical Formula | $\mathrm{C}_{10.67} \mathrm{H}_{5.33} \mathrm{Cu}_{0.22} \mathrm{~N}_{0.89} \mathrm{O}_{3.85} \mathrm{Zr}_{0.89}$ |
| :---: | :---: |
| Formula Weight | $302.77 \mathrm{~g} / \mathrm{mol}$ |
| Temperature | 100(2) K |
| Radiation | $\operatorname{CuK} \alpha(\lambda=1.54178 \AA)$ |
| Crystal System | Cubic |
| Space Group | Im-3m |
| Unit Cell Dimensions | $a=38.4520$ (7) $\AA$, $\alpha=90^{\circ}$ |
|  | $b=38.4520(7) \AA$ ) $\beta=90^{\circ}$ |
|  | $c=38.4520(7) \AA$, $\gamma=90^{\circ}$ |
| Volume | 56853(3) $\AA^{3}$ |
| Z | 54 |
| Density (calculated) | $0.478 \mathrm{~g} / \mathrm{cm}^{3}$ |
| Absorption coefficient | $2.047 \mathrm{~mm}^{-1}$ |
| $F_{000}$ | 8012.0 |
| Crystal color | Red |
| Crystal size | $0.02 \times 0.02 \times 0.02 \mathrm{~mm}^{3}$ |
| $2 \theta$ range | 3.24 to $136.74{ }^{\circ}$ |
| Index ranges | $-43 \leq h \leq 27$ |
|  | $-41 \leq k \leq 46$ |
|  | $-33 \leq l \leq 39$ |
| Reflections collected | 53006 |
| Independent reflections | 4827 [ $\left.R_{\text {int }}=0.0857\right]$ |
| Completeness to $2 \theta=136.74{ }^{\circ}$ | 98.77 \% |
| Absorption correction | Multi-scan |
| Maximum and minimum transmission | 0.7531 and 0.5815 |
| Refinement method | Full-matrix least squares on $F^{2}$ |
| Data / restraints / parameters | 4827 / 0 / 95 |
| Goodness-of-fit on $F^{2 \mathrm{a}}$ | 1.088 |
| Final $R$ indices $\left[\mathrm{I}>2 \sigma(\mathrm{I})=7637\right.$ data] ${ }^{\text {b }}$ | $R_{1}=0.0791, w R_{2}=0.2411$ |
| $R$ indices (all data, $\AA$ ) | $R_{1}=0.0896, w R_{2}=0.2587$ |
| Largest diff. peak and hole | 0.85 and $-0.51 \mathrm{e} . \AA^{-3}$ |

${ }^{\mathrm{a}} \mathrm{GooF}=\left[\Sigma\left[w\left(F_{\mathrm{o}}{ }^{2}-F_{\mathrm{c}}{ }^{2}\right)^{2}\right] /(\mathrm{n}-\mathrm{p})\right]^{1 / 2}$ where n is the number of reflections and p is the total number of parameters refined.
${ }^{\mathrm{b}} R_{1}=\Sigma| | F_{\mathrm{o}}\left|-\left|F_{\mathrm{c}}\right|\right| / \Sigma\left|F_{\mathrm{o}}\right| ; w R_{2}=\left[\Sigma\left[w\left(F_{\mathrm{o}}^{2}-F_{\mathrm{c}}^{2}\right)^{2}\right] / \Sigma\left[w\left(F_{\mathrm{o}}^{2}\right)^{2}\right]\right]^{1 / 2}$

Table S2 $\mid$ Spin Hamiltonian parameters of the CW EPR spectra for $\mathbf{1 - 3}$ measured at 80 K .

| Parameter | $\mathbf{1}$ | $\mathbf{2}^{*}$ | $\mathbf{3}^{*}$ |
| :---: | :---: | :---: | :---: |
| $g_{\\|}$ | 2.186 | 2.186 | 2.186 |
| $g_{\perp}$ | 2.042 | 2.042 | 2.042 |
| $A_{\\|}^{C u}$ | 611 | 611 | 611 |
| $A_{\perp}^{C u}$ | 79.4 | 79.4 | 79.4 |
| $A_{\\|}^{N}$ | 43.2 | 43.2 | 43.2 |
| $A_{\perp}^{N}$ | 48.2 | 48.2 | 48.2 |
| $\Gamma_{G}{ }^{*}$ | 0.59 | 0.59 | 0.59 |
| $\Gamma_{L}^{* *}$ | 0.20 | 0.83 | 1.53 |

[^0]Table S3 $\mid T_{2}$ relaxation times and fit parameters for $\mathbf{1}$ at the 2942 G and 3328 G resonances. Echo decay curves were fitted with the monoexponential function: $\boldsymbol{I}(\mathbf{2 \tau})=\boldsymbol{A} \boldsymbol{e}^{\left(2 \boldsymbol{\tau} / \boldsymbol{T}_{2}\right)}+\boldsymbol{C}$.

|  | 2942 G | 3328 G |
| :---: | :---: | :---: |
| $T(\mathrm{~K})$ | $T_{2}(\mu \mathrm{~s})$ | $T_{2}(\mu \mathrm{~s})$ |
| 10 | $0.636(6)$ | $0.613(2)$ |
| 15 | $0.626(5)$ | $0.550(2)$ |
| 20 | $0.585(3)$ | $0.512(2)$ |
| 30 | $0.466(2)$ | $0.439(1)$ |
| 40 | $0.354(2)$ | $0.371(2)$ |
| 60 | $0.232(2)$ | $0.240(2)$ |
| 80 | $0.148(1)$ | $0.151(1)$ |

Table S4 $\mid T_{2}$ relaxation times and fit parameters for $\mathbf{2}$ at the 2942 G and 3328 G resonances. Echo decay curves were fitted with the monoexponential function: $\boldsymbol{I}(\mathbf{2 \tau})=\boldsymbol{A} \boldsymbol{e}^{\left(2 \boldsymbol{\tau} / \boldsymbol{T}_{2}\right)}+\boldsymbol{C}$.

|  | 2942 G | 3328 G |
| :---: | :---: | :---: |
| $T(\mathrm{~K})$ | $T_{2}(\mu \mathrm{~s})$ | $T_{2}(\mu \mathrm{~s})$ |
| 10 | $0.187(1)$ | $0.123(1)$ |
| 15 | $0.177(1)$ | $0.137(1)$ |
| 20 | $0.172(1)$ | $0.125(1)$ |
| 30 | $0.157(1)$ | $0.114(1)$ |
| 40 | $0.138(1)$ | $0.104(1)$ |
| 60 | $0.0923(9)$ | $0.0779(7)$ |
| 80 | $0.0542(5)$ | $0.0506(4)$ |

Table S5 $T_{2}$ relaxation times and fit parameters for $\mathbf{3}$ at the 3010 G and 3410 G resonances. Echo decay curves were fitted with the monoexponential function: $\boldsymbol{I}(\mathbf{2 \tau})=\boldsymbol{A} \boldsymbol{e}^{\left(2 \tau / \boldsymbol{T}_{2}\right)}+\boldsymbol{C}$.

|  | 3010 G | 3410 G |
| :---: | :---: | :---: |
| $T(\mathrm{~K})$ | $T_{2}(\mu \mathrm{~s})$ | $T_{2}(\mu \mathrm{~s})$ |
| 10 | $0.0584(4)$ | $0.0478(4)$ |
| 15 | $0.0580(4)$ | $0.0473(3)$ |
| 20 | $0.0576(5)$ | $0.0473(3)$ |
| 30 | $0.0540(4)$ | $0.0460(4)$ |
| 40 | $0.0479(5)$ | $0.0434(5)$ |
| 60 | $0.0383(5)$ | $0.0349(4)$ |
| 80 | $0.0268(10)$ | $0.0239(3)$ |

Table S6 $\mid T_{1}$ relaxation times and fit parameters for $\mathbf{1}$ at the 2942 G and 3328 G resonances. Saturation recovery curves were fitted with the exponential function including spectral diffusion contributions:
$I(\tau)=\left(A_{0}-A_{1}\right) e^{-\tau / T_{1}-\sqrt{\tau / a}}+A_{1}$.

|  | 2942 G |  | 3328 G |  |
| :---: | :---: | :---: | :---: | :---: |
| $T(\mathrm{~K})$ | $T_{1}(\mathrm{~s})$ | $a(\mathrm{~s})$ | $T_{1}(\mathrm{~s})$ | $a(\mathrm{~s})$ |
| 10 | $5.40(8) \times 10^{-4}$ | $3.7(7) \times 10^{-2}$ | $4.6(1) \times 10^{-4}$ | $8(2) \times 10^{-3}$ |
| 15 | $2.68(4) \times 10^{-4}$ | $2.4(5) \times 10^{-3}$ | $2.65(5) \times 10^{-4}$ | $8(2) \times 10^{-3}$ |
| 20 | $1.49(3) \times 10^{-4}$ | $8(2) \times 10^{-3}$ | $1.47(3) \times 10^{-4}$ | $4.5(8) \times 10^{-3}$ |
| 30 | $5.8(2) \times 10^{-5}$ | $3(1) \times 10^{-3}$ | $6.0(2) \times 10^{-5}$ | $2.1(7) \times 10^{-3}$ |
| 40 | $2.76(9) \times 10^{-5}$ | $1.6(7) \times 10^{-3}$ | $2.7(1) \times 10^{-5}$ | $1.1(6) \times 10^{-3}$ |
| 60 | $7.1(2) \times 10^{-6}$ | $8(5) \times 10^{-4}$ | $6.3(3) \times 10^{-6}$ | $2(1) \times 10^{-4}$ |
| 80 | $2.9(1) \times 10^{-6}$ | $4(2) \times 10^{-5}$ | $1.92(7) \times 10^{-6}$ | $3(1) \times 10^{-5}$ |

Table S7 $\mid T_{1}$ relaxation times and fit parameters for $\mathbf{1}$ at the 2942 G and 3328 G resonances. Saturation recovery curves were fitted with the stretched exponential function: $\boldsymbol{I}(\boldsymbol{\tau})=\mathbf{1}-\boldsymbol{A}_{\mathbf{0}} \boldsymbol{e}^{-\left(\boldsymbol{\tau} / \boldsymbol{T}_{1}\right)^{\boldsymbol{\beta}}}+\boldsymbol{C}$.

|  | 2942 G |  | 3328 G |  |
| :---: | :---: | :---: | :---: | :---: |
| $T(\mathrm{~K})$ | $T_{1}(\mathrm{~s})$ | $\beta$ | $T_{1}(\mathrm{~s})$ | $\beta$ |
| 10 | $4.81(2) \times 10^{-4}$ | $0.923(4)$ | $3.72(3) \times 10^{-4}$ | $0.869(8)$ |
| 15 | $2.42(1) \times 10^{-4}$ | $0.934(4)$ | $2.22(1) \times 10^{-4}$ | $0.895(4)$ |
| 20 | $1.31(1) \times 10^{-4}$ | $0.920(6)$ | $1.24(1) \times 10^{-4}$ | $0.897(4)$ |
| 30 | $5.10(5) \times 10^{-5}$ | $0.92(1)$ | $5.13(6) \times 10^{-5}$ | $0.90(1)$ |
| 40 | $2.44(3) \times 10^{-5}$ | $0.93(1)$ | $2.32(3) \times 10^{-5}$ | $0.91(2)$ |
| 60 | $6.52(5) \times 10^{-6}$ | $0.95(1)$ | $5.32(8) \times 10^{-6}$ | $0.92(2)$ |
| 80 | $2.31(3) \times 10^{-6}$ | $0.90(2)$ | $1.56(1) \times 10^{-6}$ | $0.91(1)$ |

Table S8 $\mid T_{1}$ relaxation times and fit parameters for $\mathbf{2}$ at the 2942 G and 3328 G resonances. Saturation recovery curves were fitted with the exponential function including spectral diffusion contributions:
$I(\tau)=\left(A_{0}-A_{1}\right) e^{-\tau / T_{1}-\sqrt{\tau / a}}+A_{1}$.

| $T(\mathrm{~K})$ | 2942 G |  | 3328 G |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $T_{1}(\mathrm{~s})$ | $a(\mathrm{~s})$ | $T_{1}(\mathrm{~s})$ | $a(\mathrm{~s})$ |
| 10 | $3.04(6) \times 10^{-4}$ | $2.0(2) \times 10^{-3}$ | $4.2(4) \times 10^{-4}$ | $3.5(3) \times 10^{-4}$ |
| 15 | $1.97(4) \times 10^{-4}$ | $1.2(1) \times 10^{-3}$ | $2.0(1) \times 10^{-4}$ | $3.4(4) \times 10^{-4}$ |
| 20 | $1.26(3) \times 10^{-4}$ | $8.4(9) \times 10^{-4}$ | $8.5(4) \times 10^{-5}$ | $2.9(4) \times 10^{-4}$ |
| 30 | $5.6(2) \times 10^{-5}$ | $4.3(8) \times 10^{-4}$ | $3.66(9) \times 10^{-5}$ | $4.5(7) \times 10^{-4}$ |
| 40 | $2.8(2) \times 10^{-5}$ | $2.3(7) \times 10^{-4}$ | $1.82(4) \times 10^{-5}$ | $4.9(9) \times 10^{-4}$ |
| 60 | $6.8(2) \times 10^{-6}$ | $1.2(2) \times 10^{-4}$ | $5.03(9) \times 10^{-6}$ | $1.3(2) \times 10^{-4}$ |
| 80 | $3.1(2) \times 10^{-6}$ | $9(2) \times 10^{-6}$ | $1.78(5) \times 10^{-6}$ | $1.1(2) \times 10^{-5}$ |

Table S9 $\mid T_{1}$ relaxation times and fit parameters for $\mathbf{2}$ at the 2942 G and 3328 G resonances. Saturation recovery curves were fitted with the stretched exponential function: $\boldsymbol{I}(\boldsymbol{\tau})=\mathbf{1}-\boldsymbol{A}_{\mathbf{0}} \boldsymbol{e}^{-\left(\boldsymbol{\tau} / \boldsymbol{T}_{1}\right)^{\boldsymbol{\beta}}}+\boldsymbol{C}$.

|  | 2942 G |  | 3328 G |  |
| :---: | :---: | :---: | :---: | :---: |
| $T(\mathrm{~K})$ | $T_{1}(\mathrm{~s})$ | $\beta$ | $T_{1}(\mathrm{~s})$ | $\beta$ |
| 10 | $2.07(2) \times 10^{-4}$ | $0.821(7)$ | $1.48(3) \times 10^{-4}$ | $0.670(7)$ |
| 15 | $1.33(1) \times 10^{-4}$ | $0.816(4)$ | $9.58(8) \times 10^{-5}$ | $0.723(6)$ |
| 20 | $8.63(4) \times 10^{-5}$ | $0.822(4)$ | $5.05(5) \times 10^{-5}$ | $0.779(8)$ |
| 30 | $3.96(4) \times 10^{-5}$ | $0.83(1)$ | $2.80(1) \times 10^{-5}$ | $0.866(4)$ |
| 40 | $2.00(4) \times 10^{-5}$ | $0.84(2)$ | $1.52(1) \times 10^{-5}$ | $0.908(6)$ |
| 60 | $5.48(5) \times 10^{-6}$ | $0.900(5)$ | $4.19(2) \times 10^{-6}$ | $0.917(5)$ |
| 80 | $1.84(3) \times 10^{-6}$ | $0.82(2)$ | $1.26(1) \times 10^{-6}$ | $0.873(6)$ |

Table S10 $T_{1}$ relaxation times and fit parameters for $\mathbf{3}$ at the 3010 G and 3410 G resonances. Saturation recovery curves were fitted with the exponential function including spectral diffusion contributions:
$I(\tau)=\left(A_{0}-A_{1}\right) e^{-\tau / T_{1}-\sqrt{\tau / a}}+A_{1}$.

| $T(\mathrm{~K})$ | 3010 G |  | 3410 G |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $T_{1}(\mathrm{~s})$ | $a(\mathrm{~s})$ | $T_{1}(\mathrm{~s})$ | $a(\mathrm{~s})$ |
| 10 | $3.2(1) \times 10^{-4}$ | $2.25(9) \times 10^{-4}$ | $9(1) \times 10^{-5}$ | $5.5(8) \times 10^{-5}$ |
| 15 | $1.83(6) \times 10^{-4}$ | $2.06(9) \times 10^{-4}$ | $5.8(6) \times 10^{-5}$ | $5.9(8) \times 10^{-5}$ |
| 20 | $1.35(5) \times 10^{-4}$ | $1.8(1) \times 10^{-4}$ | $5.7(5) \times 10^{-5}$ | $7(1) \times 10^{-5}$ |
| 30 | $5.9(3) \times 10^{-5}$ | $1.2(1) \times 10^{-4}$ | $4.1(4) \times 10^{-5}$ | $4.1(6) \times 10^{-5}$ |
| 40 | $2.9(2) \times 10^{-5}$ | $8(1) \times 10^{-5}$ | $2.0(2) \times 10^{-5}$ | $3.7(6) \times 10^{-5}$ |
| 60 | $8.5(6) \times 10^{-6}$ | $1.7(3) \times 10^{-5}$ | $4.6(2) \times 10^{-6}$ | $1.8(3) \times 10^{-5}$ |
| 80 | $2.8(7) \times 10^{-6}$ | $3(2) \times 10^{-6}$ | $1.6(1) \times 10^{-6}$ | $4.0(9) \times 10^{-6}$ |

Table S11 | $T_{1}$ relaxation times and fit parameters for $\mathbf{3}$ at the 3010 G and 3410 G resonances. Saturation recovery curves were fitted with the stretched exponential function: $\boldsymbol{I}(\boldsymbol{\tau})=\mathbf{1}-\boldsymbol{A}_{0} \boldsymbol{e}^{-\left(\tau / \boldsymbol{T}_{1}\right)^{\beta}}+C$.

| $T(\mathrm{~K})$ | 3010 G |  | 3410 G |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $T_{1}(\mathrm{~s})$ | $\beta$ | $T_{1}(\mathrm{~s})$ | $\beta$ |
| 10 | $1.04(1) \times 10^{-4}$ | $0.658(4)$ | $2.88(7) \times 10^{-5}$ | $0.66(1)$ |
| 15 | $7.43(6) \times 10^{-5}$ | $0.697(5)$ | $2.49(4) \times 10^{-5}$ | $0.71(1)$ |
| 20 | $5.83(3) \times 10^{-5}$ | $0.711(4)$ | $2.40(4) \times 10^{-5}$ | $0.71(1)$ |
| 30 | $3.05(3) \times 10^{-5}$ | $0.749(6)$ | $1.61(3) \times 10^{-5}$ | $0.70(1)$ |
| 40 | $1.62(2) \times 10^{-5}$ | $0.77(1)$ | $1.01(2) \times 10^{-5}$ | $0.75(1)$ |
| 60 | $4.45(8) \times 10^{-6}$ | $0.78(2)$ | $2.92(2) \times 10^{-6}$ | $0.829(8)$ |
| 80 | $1.25(9) \times 10^{-6}$ | $0.75(6)$ | $9.5(2) \times 10^{-7}$ | $0.83(2)$ |

Table S12 $\mid$ Direct, Raman and Orbach-Aminov contributions to $T_{1}$ of $\mathbf{1 - 3}$ at 2942/3010 G from fits to the temperature dependence of $T_{1}$ obtained from pulsed EPR.

| Compound | $A_{\text {Dir }}\left(\mathrm{K}^{-1} \mathrm{~s}^{-1}\right)$ | $A_{\text {Raman }}\left(\mathrm{s}^{-1}\right)$ | $A_{\text {Orb }}\left(\mathrm{K}^{-2} \mathrm{~s}^{-1}\right)$ | $\theta_{\mathrm{D}}(\mathrm{K})$ | $\theta_{\text {orb }}(\mathrm{K})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 103 | $8.05 \times 10^{7}$ | 0.181 | 294 | $9.92 \times 10^{-4}$ |
| $\mathbf{2}$ | 103 | $8.05 \times 10^{7}$ | 0.275 | 294 | $9.92 \times 10^{-4}$ |
| $\mathbf{3}$ | 103 | $8.05 \times 10^{7}$ | 0.263 | 294 | $9.92 \times 10^{-4}$ |

Table S13 $\mid$ Direct, Raman and Orbach-Aminov contributions to $T_{1}$ of $\mathbf{1}-\mathbf{3}$ at $3328 / 3410 \mathrm{G}$ from fits to the temperature dependence of $T_{1}$ obtained from pulsed EPR.

| Compound | $A_{\text {Dir }}\left(\mathrm{K}^{-1} \mathrm{~s}^{-1}\right)$ | $A_{\text {Raman }}\left(\mathrm{s}^{-1}\right)$ | $A_{\text {Orb }}\left(\mathrm{K}^{-2} \mathrm{~s}^{-1}\right)$ | $\theta_{\mathrm{D}}(\mathrm{K})$ | $\theta_{\text {orb }}(\mathrm{K})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 103 | $8.05 \times 10^{7}$ | 0.166 | 269 | $9.92 \times 10^{-4}$ |
| $\mathbf{2}$ | 103 | $8.05 \times 10^{7}$ | 0.301 | 269 | $9.92 \times 10^{-4}$ |
| $\mathbf{3}$ | 103 | $8.05 \times 10^{7}$ | 0.800 | 269 | $9.92 \times 10^{-4}$ |

Table S14 $\mid$ Fit parameters for the temperature dependence fits to the Hahn echo decay of $\mathbf{1 - 3}$ across both resonances. Details are described in the EPR section above.

| $\mathrm{Cu}-\mathrm{Cu}$ Distance $(\AA)$ | Number of Distances | $m_{i}$ | $f_{i}$ |
| :---: | :---: | :---: | :---: |
| 13.595 | 4 | 4 | 0.7 |
| 19.226 | 2 | 2 | 1.0 |
| 23.547 | 8 | 8 | 0.6 |
| 27.190 | 4 | 4 | 0.7 |
| 30.399 | 8 | 8 | 0.8 |
| 33.300 | 8 | 8 | 0.6 |
| 35.969 | 16 | 16 | 0.8 |
| 38.452 | 6 | 6 | 0.7 |
| 40.785 | 12 | 12 | 0.5 |
| 42.991 | 8 | 8 | 0.4 |
| 45.089 | 8 | 8 | 0.07 |
| 47.094 | 14 | 8 | 0.01 |
| 49.016 | 10 | 14 | 5 |
| 49.018 | 16 | 10 | 0.004 |
| 52.648 | 12 | 16 | 7 |
| 54.379 | 16 | 12 | 4 |
| 56.053 | 10 | 16 | 8 |
| 57.678 | 24 | 10 | 0.8 |
| 59.259 |  | 24 | 12 |

Table S15 | Cole-Cole fit parameters for variable temperature ac susceptibility data collect of $\mathbf{3}$ at 2940 G.

| $T(\mathrm{~K})$ | $X_{T}(\mathrm{emu} / \mathrm{mol})$ | $X_{S}(\mathrm{emu} / \mathrm{mol})$ | $\alpha$ | $\tau(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 | 0.745 | 0 | $2.86 \times 10^{-2}$ | $6.69 \times 10^{-4}$ |
| 6 | 0.626 | 0 | $4.13 \times 10^{-2}$ | $6.88 \times 10^{-4}$ |
| 7 | 0.533 | 0 | $2.79 \times 10^{-2}$ | $6.83 \times 10^{-4}$ |
| 8 | 0.464 | 0 | $1.62 \times 10^{-2}$ | $6.30 \times 10^{-4}$ |
| 9 | 0.413 | 0 | $2.22 \times 10^{-2}$ | $5.54 \times 10^{-4}$ |
| 10 | 0.374 | 0 | $2.38 \times 10^{-2}$ | $4.65 \times 10^{-4}$ |

Table S16 | Cole-Cole fit parameters for variable temperature ac susceptibility data collect of $\mathbf{3}$ at $\mathbf{3 4 1 0}$ G.

| $T(\mathrm{~K})$ | $X_{T}(\mathrm{emu} / \mathrm{mol})$ | $X_{S}(\mathrm{emu} / \mathrm{mol})$ | $\alpha$ | $\tau(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 | 0.745 | 0 | $5.41 \times 10^{-3}$ | $6.82 \times 10^{-4}$ |
| 6 | 0.623 | 0 | $1.41 \times 10^{-2}$ | $6.70 \times 10^{-4}$ |
| 7 | 0.531 | 0 | 0 | $6.26 \times 10^{-4}$ |
| 8 | 0.463 | 0 | 0 | $5.69 \times 10^{-4}$ |
| 9 | 0.415 | 0 | 0 | $5.16 \times 10^{-4}$ |
| 10 | 0.373 | 0 | 0 | $4.46 \times 10^{-4}$ |

Table S17 $\mid$ Cole-Cole fit parameters for variable field AC susceptibility data collect of $\mathbf{3}$ at 5 K .

| $B(\mathrm{~T})$ | $X_{T}(\mathrm{emu} / \mathrm{mol})$ | $X_{S}(\mathrm{emu} / \mathrm{mol})$ | $\alpha$ | $\tau(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.025 | 0.762 | 0.353 | $4.05 \times 10^{-2}$ | $3.27 \times 10^{-4}$ |
| 0.050 | 0.754 | 0.143 | $1.57 \times 10^{-2}$ | $4.61 \times 10^{-4}$ |
| 0.075 | 0.760 | $7.47 \times 10^{-2}$ | $3.48 \times 10^{-2}$ | $5.82 \times 10^{-4}$ |
| 0.1 | 0.754 | $4.79 \times 10^{-2}$ | $3.05 \times 10^{-2}$ | $6.41 \times 10^{-4}$ |
| 0.2 | 0.765 | 0 | $6.56 \times 10^{-2}$ | $7.17 \times 10^{-4}$ |
| 0.3 | 0.748 | 0 | $2.58 \times 10^{-2}$ | $7.01 \times 10^{-4}$ |
| 0.4 | 0.744 | 0 | $1.40 \times 10^{-2}$ | $6.54 \times 10^{-4}$ |
| 0.5 | 0.743 | 0 | $1.30 \times 10^{-2}$ | $5.77 \times 10^{-4}$ |
| 0.6 | 0.743 | 0 | $1.60 \times 10^{-2}$ | $5.01 \times 10^{-4}$ |
| 0.7 | 0.740 | 0 | $2.93 \times 10^{-2}$ | $4.47 \times 10^{-4}$ |
| 0.8 | 0.735 | 0 | $1.58 \times 10^{-2}$ | $3.84 \times 10^{-4}$ |
| 0.9 | 0.733 | 0 | $2.77 \times 10^{-2}$ | $3.48 \times 10^{-4}$ |
| 1.0 | 0.740 | 0 | $3.39 \times 10^{-2}$ | $3.20 \times 10^{-4}$ |
| 1.2 | 0.727 | 0 | $3.77 \times 10^{-2}$ | $2.58 \times 10^{-4}$ |
| 1.4 | 0.728 | 0 | $4.36 \times 10^{-2}$ | $2.23 \times 10^{-4}$ |
| 1.6 | 0.698 | 0 | $2.82 \times 10^{-2}$ | $1.93 \times 10^{-4}$ |
| 1.8 | 0.700 | 0 | $1.24 \times 10^{-2}$ | $1.57 \times 10^{-4}$ |
| 2.0 | 0.702 | 0 | $3.94 \times 10^{-2}$ | $1.43 \times 10^{-4}$ |

Table S18 $\mid$ Fit parameters for the field dependence of $\tau$ extracted from fits to ac susceptibility curves.

| Compound | $c\left(\mathrm{~T}^{-4} \mathrm{~s}^{-1}\right)^{*}$ | $d\left(\mathrm{~s}^{-1}\right)$ | $e\left(\mathrm{~T}^{-2}\right)$ | $f\left(\mathrm{~T}^{-2}\right)$ | $g\left(\mathrm{~s}^{-1}\right)$ | $h\left(\mathrm{~T}^{-2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3}$ | $8(103)$ | $3.8(2) \times 10^{3}$ | $2.1(2) \times 10^{2}$ | $7(1) \times 10^{2}$ | $10(2)$ | $0.2(1)$ |

*The large error in $c$ may be due to overparametrization of the fit function. Nonetheless, it is the magnitude of the value that is of interest for a qualitative understanding on the magnitude of the direct process as a function of applied field.

Table S19 | Fit parameters of the linear fits to the $1 /\left[v\left(P_{0} / P-1\right)\right]$ vs $P / P_{0}$ plots to calculate BET surface areas of $\mathbf{1 - 3}$. Maximum $P / P_{0}$ values determined from the $v\left(P_{0}-P\right)$ vs $P / P_{0}$ plots are also included.

| Compound | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: |
| Maximum $P / P_{0}$ | 0.121 | 0.123 | 0.121 |
| Slope | $1.31 \times 10^{-3}$ | $1.63 \times 10^{-3}$ | $1.28 \times 10^{-3}$ |
| Intercept | $1.55 \times 10^{-5}$ | $1.89 \times 10^{-5}$ | $1.60 \times 10^{-5}$ |
| $R^{2}$ | 0.99794 | 0.99735 | 0.99777 |
| BET Surface Area $\left(\mathrm{m}^{2} / \mathrm{g}\right)$ | 3298 | 2641 | 3365 |

Table S20 | Variable-power nutation frequencies of $\mathbf{1 - 3}$ collected at the 2942 G resonance. The frequencies tabulated are those with the maximum amplitude in the Fourier transform that does not correspond to a nuclear Larmor frequency. The pulsed magnetic field $B_{1}$ is calculated relative to its value at the lowest microwave power $(17 \mathrm{~dB})$ with the equation: $\boldsymbol{B}_{\mathbf{1}}=\sqrt{\mathbf{1 0}^{-\mathbf{0 . 1 A}} / \mathbf{1 0}^{-\mathbf{1 . 7 0}}}$ where $A$ is the attenuation in dB .

| Relative $B_{1}$ | 2.51 |  | 1.99 |  | 1.26 |  | 1 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\Omega_{\mathrm{R}}$ <br> $(\mathrm{MHz})$ | $A(\mathrm{~dB})$ | $\Omega_{\mathrm{R}}$ <br> $(\mathrm{MHz})$ | $A(\mathrm{~dB})$ | $\Omega_{\mathrm{R}}$ <br> $(\mathrm{MHz})$ | $A(\mathrm{~dB})$ | $\Omega_{\mathrm{R}}$ <br> $(\mathrm{MHz})$ | $A(\mathrm{~dB})$ |
| $\mathbf{1}$ | 16.9 | 9 | 13.9 | 11 | 9.0 | 15 | 7.7 | 17 |
| $\mathbf{2}$ | 17.7 | 9 | 14.9 | 11 | 10.2 | 15 | 8.1 | 17 |
| $\mathbf{3}$ | 19.6 | 9 | 15.9 | 11 | 10.0 | 15 | 8.1 | 17 |



Figure S1 $\mid$ Continuous wave (cw) EPR spectra of $\mathbf{1 - 3}$ collected at 80 K . Colored lines represent experimental data, and the fitted spectra are shown in the gray lines. Parameters of the fitted spectra are reported in Table S2.


Figure S2 $\mid$ Echo-detected field-swept X-band EPR spectra of $\mathbf{1 - 3}$ collected at 20 K . Frequencies for each measurement are included in the figure.


Figure S3 | Variable-temperature coherence times ( $T_{\mathrm{m}}$ ) of $\mathbf{1 - 3}$ measured at 2942 G for $\mathbf{1}$ and $\mathbf{2}$ and at 3010 G for 3.


Figure S4 $\mid T_{1}$ values of $\mathbf{1 - 3}$ at 2942/3010 G (diamond) and 3328/3410 G (square) across $10-80 \mathrm{~K}$.


Figure S5 | Variable-temperature Hahn echo decay curves for $\mathbf{1 - 3}$ measured at 2942 and 3328 G for $\mathbf{1}$ and 2, and at 3010 G and 3410 G for $\mathbf{3}$. Black lines represent best fits to the exponential decays. Details of the fits are described in the EPR spectroscopy experimental section. $T_{2}$ values and fit parameters obtained are reported in Tables S3-S5.


Figure S6 | Fits based on the model for spin-spin interactions to the variable-temperature Hahn echo decay curves for $\mathbf{1 - 3}$ measured at 2942 and 3328 G for $\mathbf{1}$ and $\mathbf{2}$, and at 3010 G and 3410 G for $\mathbf{3}$. Black lines represent best fits to the experimental data. Details of the fits are described in the EPR spectroscopy experimental section. Fit parameters are detailed in Table S13.


Figure $\mathbf{S 7}$ | Variable-temperature saturation recovery curves for $\mathbf{1 - 3}$ measured at 2942 and 3328 G for $\mathbf{1}$ and 2, and at 3010 G and 3410 G for $\mathbf{3}$. Black lines represent the fits accounting for spectral diffusion to the data. Details of the fits are described in the EPR spectroscopy experimental section. $T_{1}$ values and fit parameters obtained are reported in Tables S6, S8, and S10.


Figure S8 | Variable-temperature saturation recovery curves for $\mathbf{1 - 3}$ measured at 2942 and 3328 G for $\mathbf{1}$ and $\mathbf{2}$, and at 3010 G and 3410 G for $\mathbf{3}$. Black lines represent the stretched exponential fits to the data. Details of the fits are described in the EPR spectroscopy experimental section. $T_{1}$ values and fit parameters obtained are reported in Tables S7, S9, and S11.


Figure S9 $\mid$ Temperature dependence of $a$ and $T_{1}$ collected at the 2942/3010 G resonance for 1, 2, and 3. Solid bars represent the $T_{1}$ relaxation time, while the transparent bars represent relaxation time induced by spectral diffusion (a). Values for $a$ and $T_{1}$ are reported in Tables S6, S8 and S10.



Figure S10 $\mid$ Temperature dependence of $a / T_{1}$ of 1-3 collected at (a) $2942 / 3010 \mathrm{G}$ and (b) $3328 / 3410 \mathrm{G}$ resonance. Error bars are included.


Figure S11 $\mid$ Fits to the $T_{1}$ temperature dependence for $\mathbf{1}, 2$, and 3 at 2942 G. Results of the fits are reported in Table S12.


Figure S12 | Variable-power nutation data of $\mathbf{1 - 3}$ collected at the $2942 / 3010 \mathrm{G}$ resonance at 20 K are shown on the left. Fourier transforms of the data are shown on the right. Asterisks in the plots of the Fourier transform indicate peaks corresponding to the Larmor frequency of ${ }^{1} \mathrm{H}$ at the measured fields ( 12.53 MHz at $2942 \mathrm{G}, 12.82 \mathrm{MHz}$ at 3010 G ). Insets display Rabi frequencies $\left(\Omega_{\mathrm{R}}\right)$ as a function of $B_{1}$. $B_{1}$ values are calculated relative to 17 dB , with the equation: $\boldsymbol{B}_{\mathbf{1}}=\sqrt{\mathbf{1 0}^{-\mathbf{0 . 1 A}} / \mathbf{1 0}^{-\mathbf{1 . 7 0}}}$ where $A$ is the attenuation in dB. Linear fits to $\Omega_{\mathrm{R}}$ are also shown.


Figure S13 $\mid$ Temperature dependence of $\tau$ extracted from ac susceptibility measurements of $\mathbf{3}$ at 2940 G and 3410 G .


Figure S14 $\mid$ (Top) Cole-Cole plots of the real component $\chi^{\prime}$ and the imaginary component $\chi^{\prime \prime}$ of $\mathbf{3}$ across $5-10 \mathrm{~K}$. Frequency dependence of the real component $\chi^{\prime}$ (middle) and the imaginary component $\chi^{\prime \prime}$ (bottom) as a function of temperature from $5-10 \mathrm{~K}$. Solid lines represent best fits to the data with the generalized Debye model.


Figure S15 $\mid$ (Top) Cole-Cole plots of the real component $\chi^{\prime}$ and the imaginary component $\chi^{\prime \prime}$ of $\mathbf{3}$ across $0.025-2 \mathrm{~T}$ at 5 K . Frequency dependence of the real component $\chi^{\prime}$ (middle) and the imaginary component $\chi^{\prime \prime}$ (bottom) as a function of magnetic field from $0.025-2 \mathrm{~T}$ at 5 K . Solid lines represent best fits to the data with the generalized Debye model.


Figure S16 | Diffuse-reflectance UV-Vis spectra for $\mathbf{1 - 3}$ measured in a 1:7 sample: $\mathrm{BaSO}_{4}$ homogenous mixture.


Figure $\mathbf{S 1 7} \mid \mathrm{N}_{2}$ adsorption isotherms at 77 K used to calculate BET surface areas of $\mathbf{1 - 3}$.


Figure S18 $\mid$ Plots of $v\left(P_{0}-P\right)$ vs $P / P_{0}$ to determine the maximum value of $P / P_{0}$ used for fitting the BET isotherm of $\mathbf{1 - 3}$, according to the first BET consistency criterion. ${ }^{30}$ Dotted lines represent the maximum $P / P_{0}$ used for fitting.


Figure S19 | Plots of $1 /\left[v\left(P_{0} / P-1\right)\right]$ vs $P / P_{0}$ to determine the BET surface area of $\mathbf{1}-\mathbf{3}$. Best fit lines are shown in black, and the calculated fit parameters are reported in Table S18. The y-intercept calculated from the best fit lines fulfill the second BET consistency criterion. ${ }^{30}$
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[^0]:    * Gaussian linewidth of the CW EPR spectra.
    ** Lorentzian linewidth of the CW EPR spectra.

