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1. Methods
1.1 Computational Methods
1.1.1 DFT Methods

The orthogonal crystal structure for pyrophyllite was used as a starting point for all systems.1 As 

discussed in previous works2 there exists two possible conventions for the orientation of the 

orthogonal pyrophyllite unit cell; pyrophyllite-like and montmorillonite-like. In this work we 

have chosen the montmorillonite-like orientation. The 010 and 110 crystallographic faces were 

explored. Both faces have multiple possible “cuts” to create an edge however the “A” cut from 

Pakkanen et al.3 has been shown to have the smallest free energy of cleavage and are the focus of 

the work here. Figure 1 in the Manuscript depicts the unit cell of pyrophyllite with the indicated 

cuts.

The crystal structure was optimized using the projector-augmented wave approach4 implemented 

in the Vienna Ab Initio Simulation Package (VASP v5.3).5 The Perdew-Burke-Ernzerhof revised 

for solids (PBESol) exchange correlation functional6 was used in conjunction with van der Waals 

corrections applied via the DFT-D3 method with Becke-Jonson damping.7 All calculations were 

performed at the  point. A three-step procedure was used for geometry optimizations; (1) ions Γ

optimized, (2) cell optimized with constant shape, and (3) ions reoptimized. A 400 eV cutoff was 

used for the planewave basis set during ion optimizations while a 520 eV cutoff was using during 

cell optimizations. Optimizations proceeded until all forces were less than .03 eV Å-1. ⋅

Calculated cell parameters are given in Table S1. Using a single unit cell, edges were created on 

the 010 and 110 face as described above and a 15 Å vacuum gap was placed in the direction 

perpendicular to the cut to minimize interactions between periodic images of edges. Hydroxyl 

groups were added to undercoordinated Si atoms, while hydrogens were added to 

undercoordinated O atoms to form the final edge structures depicted in Figure 1 in the 

Manuscript. Deuterated structures were created by changing the mass parameter of the edge H 

atoms to 2.018 amu. 
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Table S1. Experimental and computationally determined lattice parameters for pyrophyllite.  

a (Å) b (Å) c (Å)  ()  ()  ()

Lee and Guggenheim 

(experimental)8
5.160 8.966 9.347 91.18 100.46 89.64

Drits et al.1 5.185 8.923 9.347 90.00 90.00 90.00

Kremleva et al.2 5.220 9.070 9.850 91.10 100.00 89.70

Churakov9 5.219 9.033 12.000 90.00 90.00 90.00

This work 5.177 8.909 9.332 90.00 90.00 90.00

Vibrational frequencies were calculated within VASP using the density functional perturbation 

theory formalism (DFPT).10 Intensities in this manner are calculated as:

𝐼(𝜔) =
3

∑
𝛼= 1

| 𝑀∑
𝑠= 1
� 3∑
𝛽= 1

𝑍 ∗𝛼𝛽(𝑠)𝑒𝛽(𝑠)|2 � (1)

where α, β are Cartesian polarizations,  is the Born effective charge of atom ‘s’, and  is 𝑍 ∗𝛼𝛽(𝑠) 𝑒𝛽(𝑠)

the vibrational eigenvector of ωth mode. A lorentzian function was calculated for each frequency 

to simulate broadening effects and the total spectrum formed by summing all calculated 

lorentzians. Assignment of frequencies to specific modes was done by visualizing each normal 

mode in J-ICE.11

1.1.2 Classical MD Methods
1.1.2.1 System
The bulk pyrophyllite system was created by producing a 6x4x4 supercell using the optimized 

unit cell described above. Edge structures began by repeating the unit cell four times in the 

direction perpendicular to the desired edge. This ensures a > 30 Å distance between edges and 

limits the interaction between the two. The cut depicted in Figure 1 of the Manuscript was made 

on the 010 and 110 faces. At this point, hydrogens were added to fill the coordination of oxygens 

and hydroxyl groups were added to fill the coordination of silica atoms. Aluminum atoms were 

left as five coordinate with a single hydroxyl group. A vacuum of region of ~20 Å was then 

placed at the created edge to prevent the interaction of periodic images. This cut surface was then 
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repeated 6 times in the direction parallel to the cut to create a 1D layer and then each layer was 

repeated to create four stacked 1D sheets. The final structure for both crystallographic faces 

contains 3984 atoms and is depicted in Figure 1 of the Manuscript. Deuterated structures were 

created by changing the mass of the edge hydrogens to 2.018 amu. All other force field 

parameters remained the same and are described below.

1.1.2.2 Simulation Parameters
Classical molecular dynamics simulations were run using the Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS) package.12 The ClayFF force field was used for all 

simulations.13 Recently developed metal-hydroxyl angle bending terms were included for the 

edge structures and also applied to internal Al-O-H groups.14 All simulation parameters are 

included in Table S2-S4. Short range interactions were cut at 10 Å while an Ewald summation 

was used for long-range Coulombic interactions with an accuracy of .0001 units.15 The rRESPA 

multi-timescale integrator was used with two loops where short-range interactions were 

computed every .5 fs while all other interactions were computed every 1 fs.16

Table S2. Atomic charges and Lennard Jones parameters for all pyrophyllite atoms.

Atom q  (Å)  (kcal mol-1)⋅

Al 1.575 4.271 1.330e-6

H .425 0.000 0.000

O (internal) -1.050 3.166 .155

O (edge) -0.950 3.166 .155

Si 2.100 3.302 1.840e-6

Table S3. Bond force field parameters (Morse: )𝐸= 𝐷[1 ‒ 𝑒
‒ 𝛼(𝑟 ‒ 𝑟𝑜)]2

Bond Type D (kcal mol-1)⋅  (Å-1) ro (Å)

O-H (internal/edge) 132.2491 2.1815 0.945
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Table S4. Angle force field parameter (Harmonic: )𝐸= 𝑘(𝑟 ‒ 𝑟𝑜)
2

Angle Type k (kcal mol-1)⋅ o (degrees)𝜃

Si-O-H 15.000 100.00

Al-O-H (internal/edge) 15.000 110.00

Simulations for bulk and edge structures were performed using the following general simulation 

procedure. Initial velocities were created using the Maxwell-Boltzmann distribution for the target 

temperature of 298 K. A 1 ns run was performed at 298 K with velocity rescaling, followed by 

an additional 1 ns of NVE simulation without velocity rescaling. At this point the pressure in the 

system was found to be quite high (> 20000 atm, Figure S1). In order to relax the pressure a 1 ps 

anisotropic NPT simulation was performed with a starting pressure of 10000 atm and final 

pressure of 1 atm. During this simulation a small timestep of .001 fs was used, resulting in 

1000000 MD steps. The timestep was then ramped back up to the desired value of 1 fs by 

running 1000000 NPT MD steps at .01 and .1 fs timesteps. A final NPT run was conducted for 

10 ns with a 1 fs timestep at 1 atm. All NPT runs were performed using the Berendsen 

thermostat/barostat.17 The applied thermostat/barostat was then turned off for a 10 ns NVE run, 

and a final NVE “production” stage was run for 5 ns. The simulation length was tested by 

calculating the IR spectrum for bulk pyrophyllite for 1, 5, and 10 ns simulations (Figure S2); and 

the IR spectrum for 110 protonated pyrophyllite edge for 5, and 10 ns simulations (Figure S3). 

Little improvement was seen when going from 5 ns to 10 ns and therefore 5 ns provided 

sufficient accuracy for the study presented here. Snapshots were saved every 2 fs during 

production runs. Error bars were calculated using block averaging and are presented for the 95% 

confidence interval.18

1.1.2.3 Classical Infrared Spectrum
The infrared lineshape from classical MD simulations was calculated via the Fourier transform 

of the total dipole moment time-correlation function (TCF)19:

𝐼(𝜔) =
1
2𝜋

∞

∫
‒ ∞

𝑑𝑡𝑒 ‒ 𝑖𝜔𝑡〈𝛿�⃗�(0) ⋅ 𝛿�⃗�(𝑡)〉 (2)
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where  is the total dipole moment TCF with  and  being the charge and 
�⃗�(𝑡) =

𝑁

∑
𝑖= 1

𝑞𝑖𝑟𝑖(𝑡)
𝑞𝑖 𝑟𝑖(𝑡)

position of atom  at time . Given periodic boundary conditions, the positions of atoms are often 𝑖 𝑡

discontinuous therefore the mathematically equivalent form20 was used here:
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where  is the velocity of atom  at time . The TCF represented in equation 3 is known as the 𝑣𝑖(𝑡) 𝑖 𝑡

electrical flux-flux correlation function. We note that this charge-weighted version of the widely 

used power spectrum (ie. Fourier transform of the velocity autocorrelation function) results in a 

significantly improved spectrum for bulk pyrophyllite (Figure S4). This is particularly true in the 

bending region of the spectrum where only one peak is observed in the power spectrum while 

three peaks are observed in the flux-flux time correlation function version, which more closely 

matches the experimental spectrum (Figure 2 in Manuscript). It was found that taking the Fourier 

transform of the entire TCF resulted in negative intensities. These can be removed by squaring 

the results infrared spectrum21 and then smoothed using a running average. However, this 

effectively changes the ratio of peak heights. Instead, the TCF was cut at the point in which it 

decays to 0; which typically occurred within 10 ps. The Fourier transform was then taken on this 

smaller portion which resulted in a smooth IR lineshape with no negative intensities. The 

calculated IR lineshape for bulk pyrophyllite taken from cutting the TCF at various time points is 

shown in Figure S5. Cutting the TCF too early (5 ps) reduces the resolution of the spectrum, 

while cutting it too long (20 ps) increases the noise. In this context, 10 ps was found to provide 

the optimal balance between resolution and noise and was used throughout this study. Due to the 

short time duration between frames (2 fs), the TCF would be calculated from highly correlated 

snapshots. In an attempt to remove this correlation, various waiting times between new time 

zeroes in the TCF calculation were tested (Figure S6). A waiting time of 20 fs between time 

zeroes appears to provide reasonably small error bars while also removing some of the 

correlation between snapshots and was therefore used in all calculations presented here unless 

otherwise noted.
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1.2 Experimental Methods
The pyrophyllite sample was obtained from the American Petroleum Institute Clay Mineral 

Standards Project No. 49 from Robbins, North Carolina .22 The sample was lightly ground in an 

agate mortar and pestle and 15 mg of the samples dispersed in 1.5 mL of distilled-deionized 

H2O. One mL of this aqueous pyrophyllite suspension was placed in the trough of a 9-bounce 

horizontal trough ATR cell from Pike Scientific with a ZnSe internal reflection element (Pike 

Technologies, Madison, WI). Reference spectra of liquid H2O, D2O were obtained prior to 

pyrophyllite analysis. The aqueous suspension in the ATR cell was allowed to dry resulting in a 

uniform deposit of pyrophyllite. The samples were ‘washed’ ten times by adding one mL of 

distilled-deionized H2O and gently shaking the cell to remove any excess pyrophyllite. The 

ATR-FTIR spectrum of the resulting ‘washed’ deposit was compared to the initial deposit 

revealing that a stable deposit was obtained. One mL of liquid D2O was added to the cell and the 

cell was sealed to prevent exposure of H2O vapor and allowed to equilibrate for 6 hours. The cell 

was then connected to a source of dry N2 (H2O-free) and the spectra were obtained as a function 

of time as the sample was allowed to dry in the presence of D2O.  The FTIR measurements were 

performed with a Nicolet 6700 FTIR (Thermo Scientific) using a liquid nitrogen cooled MCT 

detector. The scans were obtained in the range from 4000 to 700 cm-1 with a resolution of 4 cm–1, 

and 64 scans per sample.  

7



2. Additional Figures

Figure S1. Time evolution of the simulation pressure for bulk pyrophyllite while including the 

angle bending term. The pressure after the initial 2 ns was noted to be very high (> 23000 atm) 

and was subsequently equilibrated to 1 atm using the Berendsen thermostat/barostat with small 

timesteps (see ESI text for full simulation description).
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Figure S2. Calculated infrared spectra for bulk pyrophyllite run in the NVE ensemble for 1 ns 

(black), 5 ns (red), and 10 ns (blue). Simulations were separated into 5 blocks for error bar 

determinations and a 2 fs delay between new time zeroes in the TCF calculation was used in 

each case. The intensity in the stretching region of the spectra is ~10% that of the bending region 

and thus has been amplified for visual clarity.
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Figure S3. Calculated infrared spectra for the protonated 110 face of pyrophyllite run in the NVE 

ensemble for 5 ns (black), and 10 ns (red). Simulations were separated into 5 blocks for error bar 

determinations and a 2 fs delay between new time zeroes in the TCF calculation was used in 

each case. The intensity in the stretching region of the spectra is ~10% that of the bending region 

and thus has been amplified for visual clarity.
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Figure S4. Calculated infrared spectrum for bulk pyrophyllite calculated via the Fourier 

transform of the velocity autocorrelation function (power spectrum, red) and the electrical flux-

flux time correlation function (black). The intensity in the stretching region of the spectra is 

~10% that of the bending region and thus has been amplified for visual clarity.
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Figure S5. Calculated IR spectrum for bulk pyrophyllite after truncating the TCF at 20 ps 

(black), 10 ps (red), and 5 ps (blue). Increased length in the TCF increases the noise in the 

spectrum, while decreased length in the TCF reduces the resolution.
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Figure S6. Calculated infrared spectra for bulk pyrophyllite run in the NVE ensemble for 5 ns 

with a 2 fs (black), 20 fs (red), and 200 fs (blue) time zero delay in the TCF calculation. 

Simulations were separated into 5 blocks for error bar determinations. The intensity in the 

stretching region of the spectra is ~10% that of the bending region and thus has been amplified 

for visual clarity.
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Figure S7. Experimental IR spectra in the stretching region for pyrophyllite in the wet (black), 

partially dry (red), and final dry (blue) state (also shown in Fig. 3 in the main text). Drying is 

observed by a decrease in the bulk H2O (3400 cm-1) and D2O (2500 cm-1) bands.
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Figure S8. Bending region of the experimental (top) and simulated (bottom) spectra for 

deuterated edge samples (solid lines) and bulk samples (dashed lines). Simulated spectra are 

shown for the 010 (red) and 110 (blue) faces. Error bars for the simulated bulk pyrophyllite 

spectrum are omitted for visual clarity.
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Figure S9. (a) Full infrared spectrum of the protonated (black) and deuterated (red) 110 

pyrophyllite edge and (b) difference spectrum between deuterated and protonated spectra for the 

stretching region. In this spectrum negative peaks represent those that were shifted due to 

deuteration and positive peaks represent their new positions.
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Figure S10. DFT calculated IR spectra for the deuterated (top, red) and protonated (bottom, 
black) 010 pyrophyllite edge. Relevant modes are indicated which were determined by viewing 
the modes in J-ICE.11
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Figure S11. DFT calculated IR spectra for the deuterated (top, red) and protonated (bottom, 
black) 110 pyrophyllite edge. Relevant modes are indicated which were determined by viewing 
the modes in J-ICE.11
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