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1 Detailed Methods25

1.1 Particle preparation26

Particles were generated from an ultrasonic nebulizer1 containing a dilute aqueous solution of xanthan27

gum (XG) and FeCl2 at concentrations of 0.1 mM and 1.0 mM, respectively, in ultrapure water (18 MΩ28

cm, MilliQ). XG dissolves easily leading to a pH of ∼ 5 in aqueous solution2. Mixed XG/FeCl2 particles29

were carried in N2 gas through a Nafion membrane diffusion drier, bipolar Kr-85 neutralizer and a30

custom built differential mobility analyzer (DMA) to select a dry mobility diameter of ∼ 280 nm. The31

relative humidity, RH, inside the DMA was about 25± 5%. Mobility selected particles were impacted32

onto flat silicon nitride membranes with an aerosol flow of 0.7 L min−1. Fe2+ in particles exposed to33

ambient air completely oxidized within 1 day sitting open to the laboratory. To avoid this, particles34

were placed in a dry, dark and evacuated box immediately after impaction for storage and transport35

to the experimental station. The time between solution preparation, aerosol generation, impaction and36

storage was ∼ 30 min. Storage time under vacuum was between 30 min to 12 hour in addition. This37

ensured a high initial Fe2+ concentration.38

1.2 Microreactors39

Helium was used as a carrier gas for both the PolLux environmental microreactor3 and the MPI-C40

aerosol micro-reactor4. A fraction of the total dry He flow was diverted to a humidifier consisting of a41

temperature controlled chamber half filled with water. NafionTM film separated the water and humidified42

He flow that exited the humidifier and mixed with the remaining dry flow. Dry and humidified He flow43

rates were adjusted depending on the desired RH. The RH and temperature, T , of the gas was44

measured with two calibrated sensors up and down stream of the microreators to calculate the water45

partial pressure in the gas entering a microreactor. The cell temperature of 20◦ C was assumed equal to46

the particle temperature, Tp, and was kept constant using a continual cooling source and a controlled47

counter-heater. We performed regular checks of the deliquescence relative humidity of NaCl yielding an48

accuracy of ±2% in RH. The gas phase ozone concentration, [O3]g, was measured at the outlet of each49

cell using a UV-absorption setup, which was calibrated against a commercial ozone monitor (Teledyne50
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Mo. T400) at T = 20 ◦C and ambient pressure of 975 mbar with an accuracy < ±0.5%.51

The procedure for our experiments is as follows. Particles were generated, dried, impacted onto silicon52

nitride substrates and mounted in one of the two microreactors. Particle diameters on all samples were53

between 0.2 and 4.0 µm. Then, the microreactor was mounted in the vacuum chamber for analysis54

with scanning transmission X-ray microscopy coupled with near-edge X-ray absorption fine structure55

spectroscopy (STXM/NEXAFS) described later. Using STXM/NEXAFS, the Fe2+ fraction, α, was56

determined in vacuum, then at a pressure of 150 or 450 mbar under He only for the PolLux environmental57

microreactor and the MPI-C aerosol micro-reactor, respectively, and at pressure under He and exposed58

to O2 and humidity. After O2 exposure was completed, the UV lamp was switched on without any59

change to the sample flow. This resulted in increasing [O3]g in the microreactor as a function of t shown60

in Fig. S1. During O2 and O3 exposure, Fe oxidation state was continuously measured as described61

in the next sections. This procedure was applied to experiments where RH = 0, 40 and 80%. At the62

end of the experiment at RH = 0%, the ozone lamp was switched off allowing for sufficient time (∼ 1063

min) to reduce [O3]g to background levels. Then, RH was increased to 20% without any change to64

the O2 flow and Fe oxidation state was continuously monitored over hours. Afterward, the UV lamp65

was switched on again to exposure the particles to O3 at RH = 20%. This procedure was repeated for66

RH = 60%, thus the data for O2 and O3 exposure at RH = 0, 20 and 60% was obtained from a single67

sample in succession. Experiments where RH = 40 and 80% employed different samples generated from68

independently prepared solutions.69

1.3 STXM/NEXAFS analysis70

Transmitted photons were measured to determine optical density, OD, using STXM/NEXAFS. Images71

of the same particles were obtained at discrete X-ray energy steps and digitally aligned5. Hundreds of72

images acquired at small steps of about 0.1 or 0.2 eV are referred to as a “stack” of images. Averaging73

the OD over each pixel in an aligned stack that made up imaged particles as a function of X-ray energy74

yielded a NEXAFS spectrum. We note that acquiring a full stack (∼ 100 images) to generate a NEXAFS75

spectrum typically took about 30 min. A second method to generate a NEXAFS spectrum was to scan76

a single line, referred to as a “line scan”, as opposed to imaging a field of view (FOV) for a stack.77
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We investigated two X-ray energy ranges, 278-320 eV and 700-735 eV, which are the C K-edge and Fe78

L-edge absorption, respectively, and used stacks and linescans to generate full NEXAFS spectra seen in79

Fig. 1 of the main text and in Fig. S2a. At the C K-edge, absorption peaks were identified in the spectra80

that correspond to various bonding and oxygenated functionalities6. At the Fe L-edge, two absorption81

peaks over an X-ray energy range of roughly 705 − 713 and 718 − 727 eV corresponding to L3 2p3/282

and L2 2p1/2 orbitals, respectively, were identified. The former has exceptional absorption and typically83

exhibits an OD about 10 times that of the edge step, which we use to calculate the Fe oxidation state as84

either ferrous (Fe2+) or ferric (Fe3+) with their peaks at X-ray energies of 707.9 and 709.6 eV. Generally85

speaking, this dipole transition to 3d states has a large Coulomb interaction and thus is highly dependent86

on the local electronic structure. Resolving power used here was ∆E/E = 0.0018. This meant that we87

were capable of resolving peaks separated by 1.3 eV at the Fe L-edge. Ferrous and ferric iron peaks are88

separated by about 1.7 eV and thus, easily distinguished. When associated with other organic species or89

water, the chemical environment surrounding Fe atoms may slightly alter the energy positions of these90

peaks7,8. We note that it was impossible to generate particles on substrates with a pure Fe2+ content.91

As previously discussed, particles were exposed to laboratory air when moved from the nebulizer to a92

sealed vacuum container for transport to the PolLux beamline and again when mounting the particle93

samples to the microreactors. A small, but non-negligible amount of oxidation took place. The presence94

of Fe2+ and small amounts of Fe3+ was in turn, an advantage and used to identify peak X-ray absorption95

energies for Fe2+ and Fe3+ prior to any O3 exposure.96

1.4 Quantifying Fe2+ fraction, α97

The high contrast between the main absorption features of Fe2+ and Fe3+ allowed quantification of the98

oxidation state of iron in aerosol particles. Moffet et al.8 proposed a parameterization to quantify Fe2+99

and Fe3+ in ambient iron and organic containing particles following100

α =
[Fe2+]

[Fetot]
=

c− dr

c− a+ br − dr
, (S1)
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where a = 9.53548×10−3, b = 3.02169×10−3, c = 3.49723×10−3 and d = 9.94950×10−3 are constants.101

r is the background subtracted peak height OD ratio,102

r =
ODFe2+ −ODpre

ODFe3+ −ODpre

, (S2)

where ODFe2+ is the peak height for Fe2+, ODFe3+ is the peak height for Fe3+ and ODpre is the optical103

density at the Fe pre-edge at X-ray energy between ∼ 690− 703 eV. Using stacks to determine ODpre,104

ODFe2+ andODFe3+ in eqn (S2) during oxidation would result in poor time resolution during O3 exposure.105

Although a line scan took much less time (on the order of minutes) it could not provide a 2-D image106

of particles and thus lacked spatial information. Therefore, it was necessary to perform a third type107

of scan referred to here as a “map”, which used only a few OD images at the most important X-ray108

energies (see Figs. S2a and b). This was advantageous because with a high 2-D spatial resolution, each109

pixel was exposed to X-rays only a few times, thus limiting the dose. Taking maps at peak absorption110

energies still allowed for observation of ODpre, ODFe2+ and ODFe3+ used in eqn (S2) as only peak heights111

were required.112

The time to acquire 4 OD images per map as done in Figs. S2b and S2c was ∼ 10 min. In order to113

shorten this time by half (and thus double the number of particles analyzed), only two X-ray images per114

map were acquired during O3 exposure at observed Fe2+ and Fe3+ peaks to derive ODFe2+ and ODFe3+ .115

The following linear relationship seen in Fig. S3 for 226 particles was derived as116

ODpre = m(ODFe2+ +ODFe3+), (S3)

where m = 0.178± 0.002 is the fitted slope parameter and standard error, R2 = 0.98 and the root mean117

square error σrms,ODpre
= ±0.01. ODFe2+ , ODFe3+ and ODpre were averaged over all pixels in a single118

particle. We then define the ratio,119

rraw =
ODFe2+

ODFe3+
, (S4)

and substitute into eqn (S2) to yield the following equation,120

r =
rraw −m(rraw + 1)

1−m(rraw + 1)
. (S5)
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Finally, r from eqn (S5) is substituted into eqn (S1) to obtain an average value of α. Uncertainty in α121

has been calculated as the error on the average and propagated through quadrature. We acknowledge122

that in addition to random error, some systematic error can exist due to e.g. microscope alignment,123

minor instrument vibrations and extraneous noise in the electron beam used to generate X-rays. The124

use of thousands of particles, each having hundreds or thousands of pixels, was more than sufficient to125

evaluate the random error by observing the scatter in the data, which was about ±0.07. Error in α was126

determined to be either the propagated error or ±0.07, whichever was larger.127

1.5 Assessment of X-ray beam damage128

In all experiments, we determined X-ray exposure for observing r as to not damage the particles. When129

X-rays irradiated particles which already experienced oxidation, photochemical reaction with X-ray light130

reduced Fe3+ back to Fe2+. This was a potential bias in observed OD which would lead to α higher than131

actual values. To quantify this bias, we repeated scans (stacks and linescans) on particles and observed132

changes in the NEXAFS spectra. We found that it was impossible to avoid X-ray induced Fe reduction133

(as seen in Fig. S2a) and simultaneously acquire NEXAFS spectra with sufficient signal. Therefore,134

stacks and linescans could not be used to quantify α, however, they could be used to obtain the X-ray135

energy at peak OD. In no instance did we observe X-ray damage which oxidized Fe2+ to Fe3+ even in136

the presence of O2 or O3.137

X-ray exposure is defined here as the incident photon count, I0, over a pixel, which was controlled138

by adjusting the time that the X-ray beam remained over a single pixel and the X-ray intensity. We139

took 4 consecutive maps, each having 4 energy points over the same FOV and observed ODFe2+ and140

ODFe3+ seen in Fig. S2b, where I0 = 250 counts per pixel approximately for each energy. No change in141

OD was observed as seen in Fig. S2b. Therefore, beam damage could be avoided up to I0 = 1000 counts142

per pixel, which was used to quantify α without bias using maps. When I0 = 800 counts per pixel, we143

did observe changes in ODFe2+ and ODFe3+ after irradiating twice as seen in Fig. S2c. This implies that144

X-ray irradiation at I0 = 1000 counts per pixel for 4-energy maps was close to optimal to simultaneously145

minimize X-ray beam damage and measure the greatest absorption signal. As previously mentioned, we146

derived α using 2-energy maps as opposed to 4-energy maps used for testing beam damage, and thus147
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are certain to have avoided it when acquiring data.148

1.6 Particle exposure to O2 and O3149

Particles were exposed to O2 prior to O3 for all experiments. Figure S4 shows the change in α over O2150

exposure time where each data point was determined from an average of about 5-25 particles in a single151

image. The error bars on each point demonstrate the propagated error, which is typically smaller than152

±0.07 as previously mentioned. Figure S5 shows α for each particle irrespective of time as a function153

of circle equivalent particle diameter, dp. Error bars are the propagated error and appear much smaller154

than the data scatter. The standard deviation of α in Fig. S5 was determined and plotted as dashed155

lines in Fig. S4. Calculated α values all fell within this uncertainty range, which led us to place a156

conservative limit on our uncertainty of ±0.07. After O2 exposure experiments were finished, the UV157

lamp was switched on causing an increase in O3 concentration over time as seen in Fig. S1. This error158

derived for O2 exposure was also applied to O3 exposure experiments.159

1.7 Modeled 3-D radial profiles and column integrated 2-D profiles160

The 2-D column integrated values of α were determined from STXM/NEXAFS, however it was necessary161

to compare with those derived from the KM-SUB model. This was accomplished by first determining162

the volume of every modeled spherical shell projected onto a 2-D grid point with the same resolution as163

the images acquired from STXM/NEXAFS. Each shell over a grid box (pixel) contributes a fraction of164

the total volume extending from the silicon nitride surface to the top of the particle. Therefore, α for165

a single grid point is calculated as the volume weighted average of each shell piece within a grid point.166

Figure S6 shows a graphical representation of a modeled spherical particle and a projected volume of167

a shell onto a pixel in the x − y plane. The KM-SUB model predicted 3-D radial concentrations in168

spherical shells having variable thickness. An arbitrary pixel having one corner at coordinates (x, y)169

has the opposite corner at (x +∆x), (y +∆y), where ∆x = ∆y = 35 nm is the spatial resolution from170

STXM/NEXAFS. For all shells, we integrated the sphere equation in Cartesian coordinates over all171

pixels from r = 0 → ri, where ri is the outside diameter of ith shell. For a single pixel, we subtracted172

the difference in adjacent spherical volumes to derive the projected spherical shell volume. Finally, we173
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computed a volume weighted average in α in a single pixel over all shells. A pixel at the center of a174

modeled particle with dp = 0.5 µm, would have the contribution of α values from all modeled shells.175

However, a pixel extending 35 nm from the particle perimeter, would only have a volume contribution176

from modeled layers extending 35 nm from the particle surface. The 2-D projected α calculated for177

pixels extending from the center to the perimeter was then directly compared with observations.178

Model predicted 3-D profiles in α were much sharper than those in 2-D. At RH = 60% for example,179

α dropped by ∼ 0.5 over a 500 nm particle radius in 3-D after 1 hr of reaction. The conversion to180

2-D profiles yielded a drop in α by ∼ 0.2 for the same length scale. Despite the integration described181

above, 2-D profiles remain highly sensitive to changes in 3-D as seen in Fig. S7. Hypothetically speaking,182

depletion over t from α = 0.9 to 0.5 (Fig. S7a) could potentially look completely uniform throughout the183

entire volume (Fig. S7c) or completely inhomogeneous with 2 spherical shell regions, e.g. having α = 0 in184

the outer shell and 0.9 in the inner shell (Fig. S7b). These two cases would result in a homogeneous or a185

sharply increasing 2-D α profile (Fig. S7d). This degree of homo- or inhomogeneity was never observed,186

and instead was always in between these extremes. We note that a spatial inversion of our data was not187

performed, i.e. from observed 2-D column integrated profiles to 3-D radial profiles. This would require188

data smoothing, constrained values or use of assumed functional forms because error and data scatter in189

inverting 2-D to 3-D profiles would propagate cumulatively from the exterior to the interior of particles190

potentially growing to infinity.191

1.8 Parameters used in the KM-SUB model192

We used a net bulk reaction193

2Fe2+ +O3

2H+−−→ 2Fe3+ +O2 +H2O, (R3)

where kR3 = 3.7× 105 M−1 s−1 or 6.2× 10−16 cm3 s−1 to model bulk O3 reaction in our particles. The194

surface reaction rate coefficient, kslr1, was assumed to be proportional to kR3 on a natural logarithmic195

scale with a proportionality constant derived from the ratio between bulk and surface reaction of O3196

with shikimic acid1. We set kslr1 = exp (δsh ln kR3) = 6.3× 10−14 cm2 s−1, where δsh = 0.868 is the ratio197

between the surface and bulk reaction rate of shikimic acid with O3 on a natural log scale. Parameters198

for O3 utilized in KM-SUB are taken from previous work9 and include the surface self reaction rate199
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constant, kslr2 [cm2 s−1], the surface accommodation coefficient, αs,0, the desorption lifetime, τd,O3
[s],200

the adsorption cross section for O3, σO3
[cm2], and the gas phase diffusion coefficient, Dg,O3 [cm

2 s−1], at201

150 mbar. The surface area occupied by an adsorbed Fe ion was σFe = 2×10−16 cm2, and was equivalent202

to the surface area of a sphere of the size of the Fe2+ ion in solution10. Parameters that depend on RH203

include the bulk to surface transfer rate coefficient, kbs,O3
, the surface to bulk transfer rate coefficient,204

ksb,Fe, and the equilibrium surface to bulk concentration ratio, Kbs, were determined from the following205

parameterizations fitted to previous values9, where206

kbs,O3
[cm s−1] = 0.6904 + 1.1675e35.6235(

RH

100
−0.8369), (S6)

207

ln ksb,Fe[s
−1] = −9.2911 + 7.0439

RH

100
− 5.4626

(

RH

100

)2

− e30.7316(
RH

100
−0.8484), (S7)

and208

lnKbs[cm] = −19.8434− 1.5613
RH

100
+ 3.1616

(

RH

100

)2

, (S8)

which are shown in Fig. S8. Parameter units above are given in brackets. Water uptake of XG as a209

function of RH has been previously quantified using a hygroscopicity factor, κ = 0.0811. We calculated210

the water concentration in particles assuming only XG contributes to water uptake and neglected water211

uptake due to FeCl2.212

2 Detailed Results and Discussion213

2.1 Parameterization of diffusion coefficients and Henry’s Law constants.214

We use a Vignes type equation to derive an expression for the fitting parameters continuous in RH215

following216

logDO3
= (xwαxw

) logD◦
O3

+ (1− xwαxw
) logDO3

(RH = 0%), (S9)
217

logDFe = (xwαxw
) logD◦

Fe + (1− xwαxw
) logDFe(RH = 0%), (S10)

218

logHO3
= (xwαxw

) logH◦
O3

+ (1− xwαxw
) logHO3

(RH = 0%), (S11)
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and219

lnαxw
= (1− xw)

2[C + 3D − 4D(1− xw)], (S12)

where xw is the mole fraction of water and DO3
(RH = 0%), DFe(RH = 0%), HO3

(RH = 0%), C and D220

are fitting parameters given in Table S1. Other parameters given in Table S1 are the diffusion coefficient221

of O3 in water, D◦
O3
, Henry’s law coefficient of O3 in water, H◦

O3
, and diffusion coefficient of Fe in water,222

D◦
Fe. A mixing rule was also derived for comparison following223

logHO3
= wtw logH◦

O3
+ (1− wtw) logHO3

(RH = 0%), (S13)

where wtw is the weight fraction of water in the particles. Equation (S13) was determined without any224

fitting parameters since H◦
O3

is taken from previous literature9,12 and HO3
at RH = 0% was derived225

from KM-SUB. We found that eqn (S11) is a better representation and recommended for use to describe226

O3 solubility in XG.227

2.2 Reactive uptake coefficient calculated from the KM-SUB model228

In addition to deriving aerosol internal composition, KM-SUB also calculated the reactive uptake of O3,229

γ, as a function of t and RH is shown in Fig. S9. Initially, γ = 0.5 due to surface accommodation,230

then obtaining values on the order of 10−4 when absorption equilibrium was established. As reaction231

continued over minutes to hours when [O3]g rose, γ fell as the concentration of Fe2+ dropped near232

the surface. Unfortunately, gas phase loss of O3 to aerosol surfaces or uptake coefficients could not be233

measured with our current setup. We suggest that by measuring changes in gas phase composition and234

measuring depth resolved aerosol composition with nanometer resolution, would also provide constraints235

on the other elementary steps in this hetereogeneous reaction system, such as surface accommodation,236

a postulated surface self-reaction rate constant, a second-order loss process on the surface surface and237

surface saturation which we were not sensitive to in this study. Together with internal composition238

derived using STXM/NEXAFS, we speculate that it may be possible to treat all kinetic parameters as239

free parameters for a global optimization.240
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2.3 Model sensitivity to diffusion and solubility parameters241

The sensitivity of parameters DO3
, DFe and HO3

to reproduce observed gradients was tested by varying242

one parameter at a time by a few orders of magnitude with respect to their optimized values in the KM-243

SUB model while keeping the other two constant. Then, the sum of squared residual values (RSS) was244

calculated between modelled and observed 2-D profiles. Figure S10 shows the percent difference of RSS245

from the minimum value, RSSfit. This is presented as ∆RSS/RSSfit in Fig. S10, where ∆RSS = RSS−246

RSSfit. When parameters were varied, ∆RSS/RSSfit increased either symmetrically obtaining a parabolic247

shape or asymmetrically. When ∆RSS/RSSfit = 20%, the corresponding range in parameters was248

typically about 1 order of magnitude or less. The smaller the parameter range to satisfy ∆RSS/RSSfit =249

20%, the more sensitive the fit was to that particular parameter. In Fig. S10i for example, increasing250

or decreasing HO3
at RH = 43% caused the RSS to drastically increase, and the parameter range to251

satisfy ∆RSS/RSSfit < 20% was small compared to most others. In Fig. S10h, increasing DFe by 1 order252

of magnitude caused a 40% difference in RSS. At RH = 0%, we found more than one local minimum253

for DFe as seen in Fig. S10b. However, we are confident that our optimized value represents a global254

minimum as described later. Notice in Fig. S10n that RSS continually increased whenDFe was decreased,255

however RSS increased to a plateau at about ∆RSS/RSSfit = 5% when DFe was increased. In general,256

larger values of DFe would tend to cause more uniform profiles in α. Figure 3e in the main text shows257

that profiles were already fairly uniform under these conditions, and increasing DFe to find a better fit258

would make little difference in RSS. In other words, our fit was relatively insensitive to increases in DFe259

for RH = 80%, although a unique minimum was found, giving confidence in our parameter estimate.260

We could not find a unique minimum value for DO3
and HO3

at RH = 0% due to computational261

reasons. Decreasing the values of these parameters with respect to their optimized value always resulted262

in increasing RSS and thus a lower limit where ∆RSS/RSSfit = 20% was found. However, we could263

not perform simulations for DO3
or HO3

at higher than optimized values. The KM-SUB model uses a264

fixed number of layers and layer spacing defined at the start of the simulation of chemical reaction and265

molecular diffusion. Accurate predictions were only possible if there are a sufficient number of layers266

to resolve a gradient in either O3 or Fe2+. We have found that for higher DO3
or HO3

parameters,267

gradients in ozone reached greater and greater depths over time. For RH = 0% only, sensitivity testing268
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required an unreasonable number of fixed layers and surpassed the computational ability available to269

us. To resolve this, the total number of layers should dynamically change in time in which layers split270

for better resolution and merge for less resolution whenever it is needed. Due to most model sensitivity271

appearing symmetric, we choose a symmetric sensitivity range for DO3
and HO3

at RH = 0%.272

We also wished to investigate a global sensitivity when varying more than one parameter simulta-273

neously. Due to limits on computational ability, we could only investigate multi-parameter sensitivity274

for RH = 40%. First, we randomly sampled DO3
and HO3

thousands of times creating parameter pairs,275

which were then used to calculate RSS. Then, we used 2-D linear interpolation to generate a gridded276

RSS surface as a function of DO3
and HO3

. Finally, we applied smoothing using 2-D convolution. The277

contour plot of the RSS surface in Fig. S11a clearly shows that DO3
and HO3

are highly correlated and278

in general, a clear minimum cannot be determined. Minimum RSS values appear to fall on a line defined279

by the product log 10HO3

√

DO3
≃ −7.7 indicated in Fig. S11a. This is due to our reactive system being280

in the regime of reacto-diffusive limitation. A curvature in minimum RSS values deviating from this line281

is seen for log 10DO3
< −7 when the contours applear to gradually align horizontally. This is due to α282

approaching a homogeneous distribution as a result of DO3
becoming so high. Although it is not entirely283

clear from the contour plot, minimum RSS values increased slightly from about 1.4 × 103 to 2.8 × 103284

when DO3
increased from 10−9 to 10−2 cm2 s−1 meaning that HO3

should be greater than ∼ 10−4 mol285

cm−3 atm−1. Considering that D◦
O3

is a physical upper limit of DO3
for RH < 100%, these results are286

reasonable and line with the finding that O3 solubility is typically greater in organic liquids than in287

water. Our optimized parameters value are indicated by the black cross and satisfy this condition.288

Previously, Berkemeier et al.
9 found that DO3

and HO3
were highly correlated and that a unique289

global minimum in RSS could only be obtained when fixing the bulk reaction rate coefficient. Our bulk290

reaction rate coefficient (kR3) was fixed, however unique O3 transport and solubility parameters were291

not found. Although, our fitting algorithm found a global minimum we cannot rule out that another292

pair of parameters which satisfies log 10HO3

√

DO3
≃ − 7.7 can fit our data just as well.293

We also determined our model sensitivity when all three parameters were allowed to vary simulta-294

neously. RSS contours are shown in Fig. S11b as a function of DFe and the product HO3

√

DO3
. The295

isoline log 10HO3

√

DO3
= −7.7 is also plotted. We found multiple local minima in this parameter space296

and a clear global minimum. Our fitted parameters are again plotted as the black cross in Fig. S11b and297
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appear exactly at the global minimum. From this sensitivity analysis we make two conclusions. The298

first is that, our observed 2-D profiles of α were a good enough constraint that a unique value of DFe299

could be found to minimize the residuals. Second, we found that although DO3
and HO3

were coupled,300

their product HO3

√

DO3
could be constrained.301

2.4 Experimental and model derived parameters in the reacto-diffusive302

framework303

In order to derive an analytical solution for α to compare with our observations, we first define the net304

flux of O3 in the gas phase into the condensed phase as305

Jnet =
γω

4
[O3]g, (S14)

where γ is the reactive uptake coefficient and ω is the mean thermal velocity of O3. It is important to306

note that eqn (S14) is the net flux that results in a loss of gas phase O3 because γ is defined as the307

probability that a molecular collision on an aerosol particle surface results in an irreversible loss from308

the gas phase. The first order loss rate of O3 from the gas phase is then309

d[O3]g
dt

= −
γω

4
[O3]gNpSp, (S15)

where Np is the number of particles per volume of air and Sp is the surface area of a single particle such310

that the product NpSp is the total surface area of aerosol particles per volume of air. Implicit to eqn311

(S14) and (S15) is that net O3 loss in the gas phase equals the Fe2+ loss or312

d[Fe2+]g
dt

=
d[O3]g
dt

, (S16)

where [Fe2+]g is the number of Fe2+ atoms in the particle phase per unit volume of air. Typically, [Fe2+]g313

is not considered and so a conversion to the more familiar particle phase concentration is as follows,314

[Fe2+]g = [Fe2+]NpVp, (S17)
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where [Fe2+] is previously defined as the number of Fe2+ atoms in the particle phase per unit volume of315

particle phase and Vp is the volume of a single particle such that the product NpVp is the total volume316

of aerosol particles per volume of air. Substituting eqn (S16) and (S17) into eqn (S15) yields317

d[Fe2+]

dt
= −

γω

4
[O3]g

Sp

Vp

. (S18)

From the 3-D radial profiles derived by the KM-SUB model, O3 reaction was predicted to have occurred318

in a thin shell below the surface. Therefore we follow the rate limiting case described in Worsnop et al.
13

319

that the uptake of O3 is controlled by a fast reaction within the reacto-diffusive length much smaller320

than the particle radius. Following previous studies13–15,321

γ =
4HO3

RTp

ω

√

DO3
kR3[Fe2+], (S19)

where R is the universal gas constant. When substituting in eqn (S19) into (S18), the square-root322

dependence on the depletion of Fe2+ in a particle can be written as323

d[Fe2+]

dt
= −kD

√

[Fe2+], (S20)

where324

kD = −HO3
[O3]gRTp

√

DO3
kR3

6

dp
, (S21)

is the equation for the reacto-diffusive rate constant1. We note that Sp/Vp of half spheres on a flat plate325

is 6/dp. Solving eqn (S20) and substituting in eqn (S21) and α from eqn (S1) yields,326

2
(√

α−
√
α0

)

= −HO3
RTp

√

DO3
kR3

[Fetot]

6

dp

∫ t

0

[O3]g dt. (S22)

Rearranging eqn (S22) and again recognizing that φ(t) =
∫ t

0
[O3]g dt results in the following relationship,327

dp
3RTp

[Fetot]
(√

α−√
α0

)

φ(t)
√
kR3

= HO3

√

DO3
. (S23)

We calculated α from observations for each particle exposed to O3 to determine the productHO3

√

DO3
328
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shown in Fig. S12, where HO3
is the RH dependent Henry’s Law coefficient and DO3

is the RH depen-329

dent diffusion coefficient for O3. This product was our only unknown in the reacto-diffusive framework330

as described in the main text. Values that varied more than 3 times the median absolute deviation331

are indicated in Fig. S12. The area of each particle was determined from STXM/NEXAFS images to332

calculate particle circle equivalent diameter, dp. Approximating all particles as semi-spheres on a flat333

plate, we calculated their surface to volume ratio, Sp/Vp = 6/dp. The product of the fitted parameters334

from KM-SUB, is shown as the dotted line in Fig. S12 to compare with observations.335
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3 Tables336

Table S1: Fitting parameters for the Vignes-type equation (eqns (S9)-(S12)). The subscript “x” represents
either O3 or Fe.

D◦
x / Dx(RH = 0%) / H◦

x / Hx(RH = 0%) / C D
cm2 s−1 cm2 s−1 mol cm−3 atm−1 mol cm−3 atm−1

DO3
1.90× 10−5a 7.45× 10−18 1.73 -0.17

HO3
1.20× 10−5b 3.93×10−2 1.21 -0.50

DFe 7.19× 10−6c 4.53× 10−18 0.67 -1.15
aBerkemeier et al. 9 , Smith and Kay 12

bSander 16
cVanýsek 17
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4 Figures337

1

10

102

103

104
[O

3]
g

/p
pb

0 30 60 90 120

t / min

RH=0%
RH=20%
RH=40%
RH=60%
RH=80%

Figure S1: The observed gas phase ozone concentration, [O3]g, at standard temperature and pressure as
continuous functions in time, t, for all experiments used the KM-SUB model. Relative humidity, RH, for each
experiment is indicated.

17



0.1

0.2

0.3

0.4

0.5

0.6

O
p
ti
ca
l
D
en
si
ty

690 700 710 720 730

A) I0 ≃ 1700

0.1

0.2

0.3

690 700 710 720 730
Energy / eV

B) I0 ≃ 250

0.1

0.2

0.3

0.4

0.5

0.6

0.7

690 700 710 720 730

C) I0 ≃ 800

Figure S2: Damage assessment of X-ray exposed particles of xanthan gum (XG) mixed with FeCl2. Blue,
green, orange and red colors were acquired one after another and indicate increasing damage. a) A full near
edge X-ray absorption fine structure (NEXAFS) spectra over the same particle is shown where each pixel was
irradiated with approximately 1700 photons at 50 energy points. b) A map (4 energy points) of particles where
each pixel was irradiated with approximately 250 photons. c) A map of particles where each pixel was irradiated
with approximately 800 photons.
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Figure S3: Average optical density derived at the Fe pre-edge, ODpre, as a function of the sum of optical
density at the Fe2+ and Fe3+ peak at 707.8 and 709.5 eV, respectively, or ODFe2+ + ODFe3+ . Each symbol is
the average over an individual particle. The dashed line is a fit to the linear equation indicated in the figure.
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Figure S4: Measured Fe2+ fraction, α, as a function of time, t, during oxygen exposure for a) RH = 0, b)
22, c) 43, d) 60 and e) 80%. Each data point is determined from approximately 5-25 particles. The error bar
indicates the error on the average value propagated from X-ray photon counting statistics. The solid line is
the average value of individual particles from Fig. S5. The dotted lines are the standard deviation of α for
individual particles shown in Fig. S5.
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Figure S5: Measured Fe2+ fraction, α, as a function of particle diameter, dp, during O2 exposure for a) RH = 0,
b) 22, c) 43, d) 60 and e) 80%. Each data point is an average over a single particle where the number of pixels
per particle is given in the top abscissa. The data here was also used to determine averages in Fig. S4. Error
bars indicate the error on the average value propagated from X-ray photon counting statistics. The standard
deviation of α for individual particles is not shown here, but included in Fig. S4.
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Figure S6: Geometric representation of a 2-D projection on a grid box of a finite volume from a spherical shell
outlined in green inside of an spherical aerosol particle. The particle radius is r and outlined in blue. The shell
outside and inside diameter is ri and ri−1, respectively, and outlined in red. Black solid lines are the axis and
black dashed lines indicate the grid box.
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Figure S7: Examples of uniform and inhomogeneous 3-D radial and 2-D column integrated profiles of Fe2+

fraction, α. A hypothetical decay of α over time is shown in a) where t0 is the initial value and t1 and t2 are
at later arbitrary times. The symbols and line represent possible measurements and model predictions of α
averaged over all particles. Radial particle profiles of α in 3-D are shown which are b) completely inhomogeneous
and c) uniform, where black, blue and red color correspond to t0, t1 and t2. When averaged over the entire
particle, α in both b) and c) are equivalent and shown in a). Column integrated profiles are shown in d) where
solid and dotted lines are from calculated from b) and c) respectively.
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Figure S8: Relative humidity, RH, dependent parameters used in the KM-SUB model. These parameters
are the bulk to surface transfer rate coefficient for O3, kbs,O3

, the surface to bulk transfer rate coefficient, ksb,
and the surface equilibrium constant, Kbs. Symbols are taken from Berkemeier et al. 9 and solid lines are
parameterizations as a function of RH.
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Figure S9: Calculated reactive uptake coefficients, γ, from the KM-SUB model as a function of time, t, for all
experiments. Relative humidity, RH, is indicated.
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Figure S10: Model sensitivity on the fitted ozone diffusion coefficient, DO3
, iron diffusion coefficient, DFe, and

ozone Henry’s Law constant, HO3
, at (a-c) 0%, (d-f) 22%, (g-i) 43%, (j-l) 60% and (m-o) 80%. The percent

change in the sum of the squared residual values (RSS) was determined as ∆RSS/RSSfit, where RSSfit is the
minimized value and ∆RSS is the deviation from RSSfit when a parameter is raised or lowered from its optimal
value indicated by the vertical dotted line. Symbols are individually calculated points spanning 4 orders of
magnitude and solid lines are a third order spline interpolation.
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Figure S11: Model sensitivity on the fitted parameters in the KM-SUB model. (a) The ozone diffusion
coefficient, DO3

, and Henry’s Law constant, HO3
, was varied simultaneous keeping the iron diffusion coefficient,

DFe, constant. (b) All three parameters were varied simultaneously where the abscissa is the product of
HO3

√

DO3
. The dashed line indicates HO3

√

DO3
= −7.7 The color contours is the sum of the squared residual

values (RSS) on a logarithmic scale.
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Figure S12: The product of Henry’s Law coefficient for ozone, HO3
, and the square root of the diffusion

coefficient of ozone, DO3
, or HO3

√

DO3
, as a function of particle surface to volume ratio, Sp/Vp, at a relative

humidity RH of a) 0%, b) 22%, c) 43%, d) 60% and e) 80%. Each data point is an individual particle. Values
which deviate more than 3x the average deviation of the median are indicated with an “x”. The dotted line is
derived from fitted parameters and its value indicated in each panel.
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[8] R. C. Moffet, H. Furutani, T. C. Rödel, T. R. Henn, P. O. Sprau, A. Laskin, M. Uematsu and M. K. Gilles, J.350

Geophys. Res., 2012, 117, D07204.351

[9] T. Berkemeier, S. S. Steimer, U. K. Krieger, T. Peter, U. Pöschl, M. Ammann and M. Shiraiwa, Phys. Chem. Chem.352
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