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S1. MCO Geometries and Binding Energies

The main text of the article contains binding energies computed using def2-QZVPD1,2 single-

point energy computations on metal monocarbonyl (MCO) geometries optimized using the

more tractable def2-TZVPD basis set.2,3 Binding energies in the main manuscript also con-

tain a vibrational zero-point energy correction (VZPE) using harmonic vibrational frequen-

cies determined in the def2-TZVPD basis. Results from both coupled-cluster with single,

double, and perturbative triple excitations [CCSD(T)]4 and ωB97X-V5 density functional

theory (DFT) computations were reported using this protocol. In an effort to facilitate more

direct comparisons with subsequent computational studies, we include the def2-TZVPD en-

ergies both with and without VZPE in Table S1.
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Table S1: Electronic, vibrational zero point, and binding energies for first-row
transition metal monocarbonyls. Geometries and vibrational frequencies were de-
termined using the def2-TZVPD basis set, and complex single-point energies using
bases indicated in the table. Energies in kcal/mol.

Species
CCSD(T) ωB97X-V

TZVPD QZVPD TZVPD QZVPD
De VZPE D0 De D0 De VZPE D0 De D0

CO – 6.17 – – – – 6.40 – – –
TiCO– -60.82 7.83 -59.16 -82.17 -80.51 -32.05 7.44 -31.01 -30.24 -29.20
VCO -18.09 7.66 -16.59 -18.68 -17.18 -19.26 7.73 -17.94 -18.90 -17.58
CrCO+ -22.14 7.84 -20.47 -62.35 -60.68 -23.27 8.12 -21.55 -23.23 -21.51
VCO– -22.42 7.34 -21.25 -20.37 -19.20 -22.51 7.56 -21.35 -20.38 -19.22
CrCO -2.83 6.89 -2.10 -3.03 -2.31 -3.19 7.09 -2.51 -3.18 -2.49
MnCO+ -11.35 7.74 -9.78 -11.52 -9.95 -11.27 7.99 -9.68 -10.96 -9.38
CrCO– -0.21 6.09 -0.29 1.01 0.93 -2.77 6.42 -2.74 -1.72 -1.70
MnCO 22.12 7.92 23.87 18.83 18.75 10.78 8.21 12.59 11.04 12.85
FeCO+ -36.02 8.15 -34.04 -38.05 -36.08 -35.94 8.43 -33.92 -35.61 -33.58
CoCO– -5.96 7.54 -4.8 -6.86 -5.49 -22.20 7.88 -20.72 -18.77 -17.29
NiCO -38.09 8.71 -35.55 -42.06 -39.52 -33.53 8.76 -31.17 -32.94 -30.58
CuCO+ -32.10 8.14 -30.12 -35.14 -33.16 -35.25 8.52 -33.14 -35.29 -33.17
NiCO– -19.35 6.87 -18.65 -27.90 -27.20 -25.02 8.21 -23.21 -21.42 -19.61
CuCO -6.64 7.37 -5.44 -7.47 -6.27 -6.27 7.42 -5.25 -6.46 -5.44
ZnCO+ -16.24 7.97 -14.42 -17.32 -15.50 -16.90 8.22 -15.08 -16.72 -14.90
1CuCO– -1.75 6.41 -1.51 -1.43 -1.19 -1.98 6.69 -1.69 -1.30 -1.01
3CuCO– 9.43 6.79 10.05 11.14 11.76 6.24 7.03 6.87 8.08 8.71
1ZnCO -0.34 6.27 -0.24 -0.43 -0.34 -0.21 6.41 -0.20 -0.18 -0.18
3ZnCO 54.05 7.97 55.85 54.53 56.34 52.93 8.24 54.77 52.65 54.49
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S2. EDA Surfaces for MCO Anions

In the main text we argued that transition metal anions are unable to bind CO without the

inclusion of charge transfer (CT) effects on the basis of energy decomposition analysis (EDA)

surfaces for CoCO-. Here we extend this analysis through presentation of EDA surfaces for

the remaining anions in this study and with a more detailed analysis of the electrostatic

properties of CO.

S2.1. Additional Rigid-CO MCO– Surfaces

We computed present rigid-CO dissociation curves for Ti–, V–, Cr–, Ni–, Ni–, and Cu– com-

puted using the ωB97X-V functional5 with the def2-TZVPD basis set.2,3 Binding energies

for FRZ, POL, and FULL, all defined in the main text, are presented for each species. In

all cases we have used rCO = 1.126Å, the equilibrium bond length for CO at this level of

theory. For each species we plot the binding energy for linear (head-on) dissociation of the

M CO bond to facilitate more direct comparison between different species, despite the fact

that CrCO– exhibits a bent ground-state structure (see discussion in Section 3.3.3 of the

main text and references therein). Linear CrCO– is metastable with respect to its isolated

fragments, but this does not affect our analysis in this section. These results are presented

in Figure S1.

None of the anions in this study are found to exhibit bound structures on their FRZ

and POL surfaces. This lack of M CO bond formation is the result of both electrostatic

repulsion between the metal anion and the negatively charged C-terminus of CO as well as

the significant Pauli repulsion between the diffuse metal 4s- and CO 5σ-electrons. While

orbital polarization diminishes the extent of this repulsion such that the POL surfaces are

a rigorous lower bound of the FRZ surfaces (as they must be6), this effect is not significant

enough to lead to binding. It is interesting to note that CO is able to achieve a closer

approach to Cu– than to any of the other metal anions on both the FRZ and the POL
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Figure S1: Adiabatic EDA surfaces for anionic transition metal monocarbonyls, obtained at
the ωB97X-V//def2-TZVPD level of theory. None of the metal anions bind CO absent the
inclusion of charge transfer, and all unconstrained surfaces but that for CuCO– exhibit a
repulsive wall at moderate M C distances. The lack of complete POL surfaces for NiCO–

and TiCO–, as well as the discontinuity in the latter, are due to difficulties in converging
SCF iterations to the appropriate solution.
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surfaces. While this is in part due to the more compact metal valence orbitals promoted by

a higher nuclear charge, this is likely also a feature of the fact that Cu– binds CO through

an [Ar]3d104s14p1 configuration (see main text), and the 4p-orbital has less spatial overlap

with the 5σ-orbital.

Once the effects of CT have been included, bound structures for all of the anions are

achieved. Even still, the features that prohibit binding on the FRZ and POL surfaces are

manifest in all of the PESs presented in Figure S1. As CO approaches a metal anion, the

interaction is initially destabilizing, and the fragments repel each other because of permanent

electrostatics and Pauli repulsion. Once a sufficiently close approach between the fragments

is achieved, CT between fragments ensues and a stable complex can form. Based on results of

previous studies,7 it seems likely that this stabilization is due to both the diminishing of Pauli

repulsion and energetically favorable orbital mixing. Again, CuCO– exhibits a fundamentally

different binding phenomenology than the other anions, and no initial barrier to Cu– CO

bond formation is observed. This provides additional evidence that the 4p← 4s promotion

diminishes inter-fragment Pauli repulsion significantly.

S2.2. The Effect of C O Stretching on MCO– Binding

A naïve view of electrostatics leads one to expect repulsion between metal anions and equi-

librium (r = 1.126Å) length CO, the latter of which possesses a slight negative charge on the

carbon atom: like charges repel each other. However, as noted in the main text, low-energy

extensions of the CO bond can reverse the sign of the dipole, placing a slight positive charge

on the carbon end of CO (Figure 3 in the main text). In light of this, we also investigated

whether a bound MCO– structure could be obtained on dissociation curves constructed with

an elongated CO bond (Figure S2). While stretching CO leads to marginal decreases in

fragment repulsion, a bound structure between the fragments could not be realized, even

when the perturbations to the CO bond were significant (∆r ≈ 0.08Å; ∆E ≈ 10 kcal/mol).

We rationalize this lack of binding on the basis of both Pauli repulsion between the frag-

6



ments and the distortion energy that accompanies CO stretching. The 3d- and (if occupied)

4s-orbitals of metal anions are relatively diffuse and therefore hinder a close approach be-

tween the two fragments, overpowering the small but stabilizing charge-dipole interaction

between the metal anion and stretched CO. Continued stretching of CO is not expected to

overcome this Pauli repulsion, as linear increases in the CO dipole moment correspond to

quadratic increases in the CO fragment energy, rendering the energetic costs of increasing

the dipole insurmountable. Hence, metal anions are unable to bind CO through the physical

interactions included in the FRZ term of our EDA, in spite of the dipolar properties of CO

described in the main text.
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Figure S2: Potential energy surfaces for VCO– dissociation at different values of rC O. All
dissociations are rigid in the C O bond length. The energetic zero for solid lines is defined
as infinitely separated V– and CO fragments, where the isolated fragment value for rC O
is given by the colors in the legend. Dashed lines are rescaled such that the energetic zero
corresponds to infinitely separated V– and CO with rC O = 1.126 Å.
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S3. Subtleties in MCO Binding

The main text provides a broad strokes model of MCO binding that accounts for general

experimental trends well. This general model is adequate for anionic MCOs, but both neutral

and cationic systems exhibit more subtle trends. These additional features of experimental

data on neutral and cationic metals can likely be understood on the basis of metal atom

electron configurations. We include conjectures to this effect here.

Our model of cation binding indicates that FRZ and POL interactions drive moderate to

large values of ∆Ebind and significant blue shifts in ωCO. CT provides additional stabilization

to these complexes and also attenuates the blue-shifting tendencies of interaction with the

cation. Additional subtleties in the trends in ∆Ebind, rM C, and ωCO for MCO cations can be

understood in terms of the orbital occupation of the isolated metal fragment. As suggested

by the CT results, discussed in the main text, two classes of MCO cations are apparent in

our data set. These are MnCO+ and ZnCO+ on the one hand and CrCO+, FeCO+, and

CuCO+ on the other. In the former case the coupled occupied-valence pair (COVP) analysis

indicates that back-donation is all but absent, whereas it contributes to the stability and ωCO

red-shifting in the latter. The extent of back-donation is correlated with rM C (see Table 2):

longer M C bonds diminish spatial overlap between the orbitals involved in back-donation.

It seems plausible that electron configuration of the isolated metal cation, particularly the

occupancy of the diffuse 4s-orbital, governs the closeness of CO approach in the complex. In

ground state 6Cr+, 4Fe+, and 1Cu+, the 4s-orbital is unoccupied, allowing for relatively short

M C bonds. Similarly short M C bonds are prevented by the occupation of the 4s-orbital

in the ground state configurations of 7Mn+ and 2Zn+. Within each of these two classes of

metal cations, the ordering of the M C bond lengths follows the general trend of decreasing

atomic radius across the periodic table due to increasing nuclear charge. In essence, metal

electron configurations determine the closeness of M CO approach and thereby the extent

of spatial orbital overlap, which controls the amount of back-donation in the complex. This
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analysis cannot account for the cation frequency shifts in their entirety. For instance the red

shift in FeCO+ due to charge transfer is significantly larger than that for CuCO+, despite

similar M C bond lengths. Still, metal cation electron configurations and their influence

on rM C can serve as a touchstone for understanding the nature of charge transfer in their

carbonyl complexes.

Neutral MCOs are generally more complicated than their ionic counterparts, such that

producing a coherent model of their binding is more difficult. Still, as in the cationic species,

the magnitude of both ∆Ebind and ∆ωCO generally correlates with the occupancy of the

4s-orbital. VCO and NiCO, which do not have 4s-electrons, exhibit the most significant

CT contributions to their binding. Charge transfer in these two complexes leads to more

than 200 cm−1 red shifts in ωCO (Table 4) and large decreases in ∆Ebind (Table 3). The

contribution to ∆Ebind is particularly large for NiCO, where an exceptionally short (1.680Å)

M C bond creates significant overlap between the fragment orbitals, resulting in nearly

40 kcal/mol of additional complex stabilization. Single occupation of the 4s-orbitals in CrCO

and CuCO directly limits forward donation and, more importantly, indirectly limits back

donation by diminishing the overlap between the relevant orbitals. Hence, less significant

stabilization energies (3–6 kcal/mol) and frequency shifts (120–125 cm−1) are seen in most

neutral as compared to ionic MCOs.

S4. Charge Delocalization in NiCO Surfaces

Mulliken population analyses reveal charge delocalization errors8 for structures correspond-

ing to the NiCO EDA surfaces, presented in Figure 7(a) in the main text. Spurious charge

delocalization results in two different asymptotes for Ni CO bond stretching: one for the

FRZ and POL surfaces, and another for the unconstrained surface.

The POL surface exhibits a discontinuity between 2.6 and 2.7Å, across which the sign of

the charge delocalization changes. Examination of molecular orbitals on this surface explains
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Figure S3: Molecular orbital diagram for POL surface of 1NiCO (see Figure 7(a) in the
main text). The orbitals on the lower and upper surfaces were obtained with rM C =

2.7 and 2.8Å, respectively.

the source of this discontinuity (Figure S3). In the limit of a large separation between the

fragments, the 3d-orbitals in 3Ni will be 10-fold degenerate. The degeneracy in these orbitals

is lifted upon approach of the CO adsorbate. The plots in Figure S3 indicate that this

degeneracy is first lifted as the 3dz2 orbital polarizes, likely due to the CO 5σ-electrons,

and then is further lifted as the 3dxz and 3dyz orbitals polarize to accommodate the π-

electrons. The discontinuity in the POL surface in Figure 7(a) is apparently due to the

lifting of this degeneracy as CO approaches 1Ni from rM C = 2.8Å. All FRZ computations

yielded binding energies on the “upper” surface, which corresponds to a 1Ni atom with 2-

and 8-fold degeneracy among the 3d-orbitals. The persistence of this degeneracy across the

rM-C values of interest is due to the mechanics of the FRZ computation, which completes the

SCF iterations for each fragment independently of the other (i.e. intramolecular relaxation

due to the presence of other fragments is prevented).
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Notably, none of our computations recover the 10-fold degeneracy of the Ni d-orbitals

at large values of rM-C, and both asymptotes are therefore spurious. This feature of our

computational approach, due to charge delocalization errors, does not necessarily invalidate

the results obtained in the short M C regime. As the energies of all optimized structures

were found to be stable with respect to rotations between the occupied and virtual orbital

subspaces, we take these results to be legitimate. Using these results, the binding energies

presented in Table 5 were obtained with respect to the isolated fragments, which lie slightly

above the energy of the upper asymptote in Figure 7(a).
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