
S1

SUPPORTING INFORMATION

Electronic Couplings and Rates of Excited State Charge Transfer Processes at 
the Poly(thiophene-co-quinoxaline)–PC71BM Interfaces: Two- versus Multi-state 

Treatments

Tuuva Kastinen,*a Demetrio Antonio da Silva Filho,b Lassi Paunonen,c Mathieu Linares,d Luiz 
Antonio Ribeiro Junior,b Oana Cramariuc,e and Terttu I. Hukka*a

a Chemistry and Advanced Materials, Faculty of Engineering and Natural Sciences, Tampere University, 
P.O. Box 541, FI-33014 Tampere University, Finland. E-mail: tuuva.kastinen@tuni.fi, terttu.hukka@tuni.fi
b Institute of Physics, University of Brasília, Brasília, DF, Brazil.
c Mathematics, Faculty of Information Technology and Communication Sciences, Tampere University, P.O. 
Box 692, FI-33014 Tampere University, Finland.
d Department of Physics, Chemistry and Biology (IFM), Linköping University, Linköping, Sweden.
e Physics, Faculty of Engineering and Natural Sciences, Tampere University, P.O. Box 692, FI-33014 
Tampere University, Finland; Centrul IT pentru Stiinta si Tehnologie, Av. Radu Beller 25, Bucharest, 
Romania.

Contents

Models: studied TQ–PC71BM complexes S2

Methods: additional details S3–S8

Results: additional details

Excited state characteristics of the isolated TQ and PC71BM models and S8–S10
TQ–PC71BM complexes

Optimally tuned range separation parameters of the selected isolated TQ and S11
PC71BM models and TQ–PC71BM complexes

Excitation energies of the 3T4Q–PC71BM and 3Q4T–PC71BM complexes S11–S13

Adiabatic and diabatic dipole moments and charge differences of the CT1 and LE states S14–S15

NTOs of the 3T4Q–PC71BM complex S16

Electronic couplings of 3T4Q–PC71BM and 3Q4T–PC71BM S17–S21

Bond length alternations of 3T4Q and 3Q4T S22

Electronic Supplementary Material (ESI) for Physical Chemistry Chemical Physics.
This journal is © the Owner Societies 2019



S2

Models: studied TQ–PC71BM complexes

The lengths of the TQ oligomers were increased symmetrically by adding either thiophene (T) or 
quinoxaline (Q) units to the chain ends (Figure S1). In the first series, referred to as the T-series 
hereafter, the T unit was in the middle of the sequences T, QTQ (T2Q), TQTQT (3T2Q), and 
QTQTQTQ (3T4Q), whereas in the second series, referred to as the Q-series hereafter, the Q unit was 
in the middle unit of the sequences Q, TQT (Q2T), QTQTQ (3Q2T), and TQTQTQT (3Q4T). 
Hereafter, the TQ oligomers will be referred to with the abbreviations given in parentheses. In the 
TQ–PC71BM complexes (Figure S1 and Figure 2 in the main article), TQ was oriented along the x-
axis in the xy-plane and PC71BM was placed above TQ along the z-axis. In the T-series, PC71BM was 
placed on top of the middle thiophene (the D unit) of each oligomer by superposing the centroid of 
the bottom benzene ring of PC71BM with the centroid of thiophene (Figure 2a in the main article). 
Similarly, in the Q-series, PC71BM was placed above the middle quinoxaline (the A unit) by 
superposing the centroid of the benzene ring of PC71BM with the centroid of the benzene ring in 
quinoxaline.

Figure S1 Studied TQ–PC71BM complexes with PC71BM either above thiophene (T-series) or 
quinoxaline (Q-series) of TQ.
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Methods: additional details

The tuning of the range-separation parameter. The tuning of the range-separation parameter (ω) 
of the Baer−Neuhauser−Livshits (BNL)1,2 (originally 0.5 bohr-1) LRC functional for the studied TQ–
PC71BM complexes was carried out with the modified version of the ionization energy (IE) tuning 
procedure3–6 in the same manner as in our previous study7:

𝐽(𝜔) = |𝜀 𝜔
𝐻𝑂𝑀𝑂(𝑁) + 𝐸 𝜔

𝑇𝑄(𝑁 ‒ 1) ‒ 𝐸 𝜔
𝑇𝑄(𝑁)|

 (S1)
+ |𝜀 𝜔

𝐻𝑂𝑀𝑂(𝑀 + 1) + 𝐸 𝜔
𝑃𝐶71𝐵𝑀(𝑀) ‒ 𝐸 𝜔

𝑃𝐶71𝐵𝑀(𝑀 + 1)|

where εHOMO(N) and εHOMO(M+1) are the HOMO energies for the neutral TQ and the anion of 
PC71BM, respectively, ETQ

ω(N) and EPC71BM
ω(M) are the total energies of the neutral TQ and PC71BM, 

respectively, and ETQ
ω(N−1) and EPC71BM

ω(M+1) are the total energies of the cation of TQ and the 
anion of PC71BM, respectively. We also checked the optimally tuned (OT) ω for the isolated TQ and 
PC71BM molecules with the gap tuning procedure8,9. In the tuning of ω, all the calculations were 
carried out as the SP calculations at the B3LYP/6-31G** -optimized neutral GS geometries of TQ 
and PC71BM to keep the geometries consistent in the electronic coupling and CT rate calculations. 
The optimal OT ω for the isolated TQ oligomers, PC71BM, and the selected TQ–PC71BM complexes 
(3T4Q–PC71BM and 3Q4T–PC71BM) are given in Table S1.

Assignment of the states. Among the calculated adiabatic and diabatic states of the TQ–PC71BM 
complexes, we have considered the GS [eD–eA], the LE state of TQ [eD*–eA], and the lowest CT 
state [CT1, eD+–eA-], as they are the relevant states for the ED and CR processes (Figure 1 in the 
main article). In the 2- and 3-state GMH and FCD schemes, the adiabatic LE and CT1 states were 
manually identified and selected on the basis of their electric dipole moments relative to the GS (Δµii 
in the adiabatic dipole moment matrices, Δµad, see eq. S2), charge differences (Δqii, in the adiabatic 
charge difference matrices, Δqad, see eq. S2), respectively. Moreover, we used NTOs to illustrate and 
verify the charge density distributions of these states. The dominant hole-electron NTO pair was 
mostly considered, especially with the global hybrid functionals, which in this study generally yielded 
the predominant NTO pair with a fraction (λNTO) larger than 0.9 for the electron transition in question 
(see Figure 3 in the main article and Figure S5 below). In the 4–7 -state schemes, higher-energy CT 
states (CT2, CT3, etc.) were manually selected and included in the Δµad and Δqad matrices in addition 
to the GS, CT1, and LE states. In the 11-state schemes, the GS and 10 lowest singlet excited states 
were used to form the diabatic states, which were then identified automatically by using the 
classification as proposed by Yang and Hsu10. In the GMH, typical local states (GS, LE, and local 
excitations within PC71BM, i.e. LF) have small dipole moments10, whereas the dipole moments of the 
CT states should approach the ideal dipole moment defined as Δμif

id = eReD–eA
11, where ReD–eA is the 

effective separation of the eD and eA sites. When ReD–eA is approximated as the distance between the 
mass centers of TQ and PC71BM12 (8.55 Å for T-series and 8.59 Å for Q-series), Δμif

id of 41.1 D for 
T-series and 41.3 D for Q-series are obtained. Yang et al have used10 half of Δμif

id as the threshold 
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when assigning the states as the local or CT states according to their eigenvalue in the diagonalized 
Δμ matrix (obtained from eq. S2). However, we have used the threshold of 10.0 D for assigning the 
states, because in our case (the half of Δμif

id is 20.6 and 20.7 for T- and Q-series, respectively) there 
would have not been any CT states in some cases (the 2–4 -state GMH schemes with the LRC 
functionals). In FCD, Δqii of a CT state should be close to 2 or -2, whereas Δqii of a local state is close 
to zero. Like suggested by Yang et al10 , we have used ±1 as the threshold for Δq to assign the local 
and CT subspaces in the diagonalized Δq matrix (obtained from eq. S2).

Electronic coupling. Using the GMH11,13 and FCD14 schemes as implemented in Q-Chem 4.2,15 we 
calculated the adiabatic electronic (µii

ad) and transition dipole moments (µij
ad) (in GMH) and the 

charge differences (Δqii
ad and Δqij

ad, in FCD) for the GS and ten lowest singlet excited states. Although 
the Q-Chem software yields the Hif values directly during these calculations, only the ones obtained 
with the 2-state FCD scheme were used as such. The projections of the dipole moments calculated 
with the GMH scheme in Q-Chem were further used to calculate the GMH couplings (see below). In 
the GMH, which is a generalization from the Mulliken–Hush (MH) expression16–20, the diabatic states 
localized at different sites (e.g. LE and CT states) are assumed to have a zero transition dipole moment 
(μif = 0) between them. Moreover, the diabatic states localized at the same sites have Hif of zero 
between them.11,13 The same assumption regarding Hif is made in FCD, i.e. that the transition densities 
(Δqif) between the diabatic states localized at different sites are zero. We followed the approach 
proposed by Yang and Hsu10, which is based on the similar 3-state approaches21,22, for assigning the 
local and CT states (see ‘Assignment of the states’ above) and calculating the Hif values with the 
multi-state (i.e. the number of states, N ≥ 3) GMH and FCD schemes. The first step is to diagonalize 
the adiabatic dipole moment matrix (μad) (or similarly the adiabatic charge difference matrix, Δqad, 
in FCD) with a unitary transformation matrix U1, which is composed of the eigenvectors of μad (or 
similarly to Δqad):

(S2)

𝑈𝑇
1𝜇𝑎𝑑𝑈1 = 𝑈1

𝑇(𝜇11 𝜇12 𝜇13 …
𝜇21 𝜇22 𝜇23 …
𝜇31 𝜇32 𝜇33 …

⋮ ⋮ ⋮ ⋱
)𝑈1 = (𝜇𝑙 0 0 …

0 𝜇𝑚 0 …
0 0 𝜇𝑛 …
⋮ ⋮ ⋮ ⋱

)
Here, the diagonal elements, i.e. µii

ad are relative to the GS dipole moment. Applying the same 
transformation to the corresponding adiabatic Hamiltonian, i.e. the diagonal matrix E of the adiabatic 
energy, yields the Hamiltonian (H):

(S3)

𝑈𝑇
1𝐸𝑈1 = 𝑈1

𝑇(𝐸1 0 0 …
0 𝐸2 0 …
0 0 𝐸3 …
⋮ ⋮ ⋮ ⋱

)𝑈1 = ( 𝐻𝑙𝑙 𝐻𝑙𝑚 𝐻𝑙𝑛 …
𝐻𝑚𝑙 𝐻𝑚𝑚 𝐻𝑚𝑛 …
𝐻𝑛𝑙 𝐻𝑛𝑚 𝐻𝑛𝑛 …

⋮ ⋮ ⋮ ⋱
)

In the limiting case of the 2-state schemes, the diabatic dipole moment matrix (μdiab) (or similarly the 
diabatic charge difference matrix, Δqdiab) and diabatic Hamiltonian (Hdiab) can be obtained already 
from eq. S2 and S3 (or from eq. S6 and S11). However, when more states are considered, i.e. in the 
multi-state schemes, there may exist several states localized on the same site, i.e. with the same nature, 
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and therefore H should be re-diagonalized within the blocks of the same-site states. The states 
obtained in this manner are adiabatic within one block, but diabatic with respect to the states localized 
at different sites.10 Thus, the next step is to classify the states as the local states (LS, which includes 
GS, LE or LF states) or CT states according to their eigenvalues (see ‘Assignment of the states’ 
above) in diagonalized μ (or Δq) matrix (obtained from eq. S2). After this, H (obtained from eq. S3) 
is re-diagonalized within each block (i.e. LS and CT) to define the Hdiab:

(S4)
𝑈2

𝑇( 𝐻𝐿𝑆 𝐻𝐿𝑆,𝐶𝑇
𝐻𝐶𝑇,𝐿𝑆 𝐻𝐶𝑇 )𝑈2 = ( 𝐸𝐿𝑆 𝐻̃𝐿𝑆,𝐶𝑇

𝐻̃𝐶𝑇,𝐿𝑆 𝐸𝐶𝑇 )
where each bold letter refer to a matrix in the LS and CT subspaces defined by the subscript, E is a 
diagonal matrix, and the final coupling values (Hif) are the corresponding matrix elements in . 𝐻̃𝐿𝑆,𝐶𝑇

Finally, μdiab (or similarly Δqdiab) can be obtained by applying the same transformation U2 to the 
diagonalized μ (or similarly to Δq) obtained from eq. S2:

 (S5)

𝑈2
𝑇(𝜇𝑙 0 0 …

0 𝜇𝑚 0 …
0 0 𝜇𝑛 …
⋮ ⋮ ⋮ ⋱

)𝑈2 = (𝜇𝐿𝑆
𝑑𝑖𝑎𝑏 0
0 𝜇𝐶𝑇

𝑑𝑖𝑎𝑏)
In the limiting 2-state GMH scheme11,13, the coupling between two charge-localized states, i.e. 
diabatic states |i˃ and |f> is defined as

(S6)
𝐻𝑖𝑓 =

𝜇12∆𝐸12

∆𝜇𝑖𝑓
𝑑𝑖𝑎𝑏

=
𝜇12∆𝐸12

(∆𝜇12)2 + 4𝜇12
2

where diabatic Hif and the difference of the diabatic state dipole moments (Δμif
diab) are expressed in 

adiabatic terms; μ12 being the adiabatic transition dipole moment, ΔE12 (= E2–E1) being the vertical 
excitation energy difference, and Δμ12 (= μ1–μ2) being the difference between the electronic dipole 
moments of the adiabatic states |1> and |2>. In this study, the total values of μij employed in the 2- 
and multi-state GMH schemes are defined as

(S7)𝜇𝑖𝑗 = (𝜇𝑥,𝑖𝑗)2 + (𝜇𝑦,𝑖𝑗)2 + (𝜇𝑧,𝑖𝑗)2

whereas Δμij are defined as

(S8)∆𝜇𝑖𝑗 = (𝜇𝑥,𝑖 ‒ 𝜇𝑥,𝑗)2 + (𝜇𝑦,𝑖 ‒ 𝜇𝑦,𝑗)2 + (𝜇𝑧,𝑖 ‒ 𝜇𝑧,𝑗)2

In the GMH scheme, the dipole moment vectors are typically projected either on the direction defined 
by Δμ12 (or the average of such differences in the multi-state case)11,13,22,23 or the CT vector12, which 
is defined as the vector between the centers of mass of two molecules. Here, we have employed the 
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latter, i.e. the projections of the μii and μij along the CT vector defined as the vector connecting the 
mass centers of TQ and PC71BM, i.e. eReD–eA. The projected transition dipole moment vectors are

(S9)
𝑝𝑟𝑜𝑗𝑅𝑒𝐷–𝑒𝐴 

𝜇𝑖𝑗 =
(𝜇𝑖𝑗 ∙ 𝑅𝑒𝐷–𝑒𝐴 )

|𝑅𝑒𝐷–𝑒𝐴 |2
𝑅𝑒𝐷–𝑒𝐴

The projections of the electronic dipole moments, µii, are defined similarly.

The FCD scheme is similar to GMH, but instead of a dipole moment, a charge difference operator 
(Δq) is employed. The system is partitioned into two fragments corresponding to eD and eA, which 
are in our case TQ and PC71BM, respectively. An adiabatic eD–eA charge difference matrix, Δqad, is 
defined by its elements

(S10)
∆𝑞𝑖𝑗

𝑎𝑑 = ∫
𝑟 ∈ 𝑒𝐷

𝜌𝑖𝑗(𝑟) 𝑑𝑟 ‒ ∫
𝑟 ∈ 𝑒𝐴

𝜌𝑖𝑗(𝑟) 𝑑𝑟

where ρij (r) is the one-particle density (if i = j) for the diagonal elements Δqii
ad and Δqjj

ad defined as 
the eD–eA charge differences in the adiabatic states |i> and |j>, respectively, or the transition density 
for the off-diagonal terms Δqij

ad (if i ≠ j). For the 2-state FCD14, the coupling values are calculated 
with the following formulation:

(S11)
𝐻𝑖𝑓 =

|∆𝑞12|∆𝐸12

(∆𝑞1 ‒ ∆𝑞2)2 + 4∆𝑞12
2

In the FCD scheme, Q-Chem uses the Mulliken population analysis for determining the atomic 
charges of the atoms. The Mulliken population analysis is known to suffer from several problems, 
especially the equally divided off-diagonal elements of the population matrix to two atoms regardless 
of their electronegativities. However, as the total charges on two fragments are calculated in FCD, 
this problem can be expected to have only a minor effect here.24

Reorganization energy. The reorganization energy is divided into the inner (λi) and outer (λs) 
contributions,

(S12)𝜆 = 𝜆𝑖 + 𝜆𝑠

The inner part of the reorganization energy originates from the changes in the eD and eA equilibrium 
geometries upon CT and it is determined as the difference between the energy of the reactants (or 
products) in the geometry of the products (or reactants) and that of their equilibrium geometry. These 
two ways results in the same value of λi only if the parabolas of the reactants and products have the 
same curvature, and as this is usually not the case, λi is estimated as the average of the reorganization 
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energies in the reactant and product states.25 Thus, to calculate λi for ED, we have used the following 
equations 25,26:

(S13)𝜆𝑖,𝐸𝐷 = (𝜆𝑖1,𝐸𝐷 + 𝜆𝑖2,𝐸𝐷) 2

(S14)𝜆𝑖1,𝐸𝐷 = [𝐸𝑒𝐷 ∗
(𝑒𝐷 + ) + 𝐸𝑒𝐴(𝑒𝐴 ‒ )] ‒ [𝐸𝑒𝐷 ∗

(𝑒𝐷 ∗ ) + 𝐸𝑒𝐴(𝑒𝐴)]

(S15)𝜆𝑖2,𝐸𝐷 = [𝐸𝑒𝐷 +
(𝑒𝐷 ∗ ) + 𝐸𝑒𝐴 ‒

(𝑒𝐴)] ‒ [𝐸𝑒𝐷 +
(𝑒𝐷 + ) + 𝐸𝑒𝐴 ‒

(𝑒𝐴 ‒ )]

where eD* and eD+ refer to the lowest singlet excited (S1) and cationic states of the isolated TQ, 
respectively, and eA and eA- refer to the neutral and anionic states of the isolated PC71BM, 
respectively. The terms before the parentheses refer to the energies for the systems specified in the 
superscripts and the terms in the parentheses refer to the optimized geometries at which the SP 
energies are calculated. Similarly, we have calculated λi for CR with the following equations27:

(S16)𝜆𝑖,𝐶𝑅 = (𝜆𝑖1,𝐶𝑅 + 𝜆𝑖2,𝐶𝑅) 2

(S17)𝜆𝑖1,𝐶𝑅 = [𝐸𝑒𝐷 +
(𝑒𝐷) + 𝐸𝑒𝐴 ‒

(𝑒𝐴)] ‒ [𝐸𝑒𝐷 +
(𝑒𝐷 + ) + 𝐸𝑒𝐴 ‒

(𝑒𝐴 ‒ )]

(S18)𝜆𝑖2,𝐶𝑅 = [𝐸𝑒𝐷(𝑒𝐷 + ) + 𝐸𝑒𝐴(𝑒𝐴 ‒ )] ‒ [𝐸𝑒𝐷(𝑒𝐷) + 𝐸𝑒𝐴(𝑒𝐴)]

where eD refer to the GS energy of the neutral isolated TQ. The outer part of the reorganization 
energy originates from the changes in the electronic and nuclear polarizations and relaxation of the 
surrounding medium upon CT.25 It can be estimated by using the classical dielectric continuum model 
developed by Marcus28 with an assumption that the CT occurs in an isotropic dielectric environment. 
However, as the accurate prediction of λs is still rather difficult and it is highly affected by uncertainty 
of the calculated parameters29, we chose to keep it as an adjusted parameter like in the previous 
studies30,31 and calculated the rate constants with λs of 0.1–0.75 eV.

Gibbs free energy difference. The Gibbs free energy difference (ΔG°) is the energy difference of 
the complexes in their final and initial states25. Here we have used the Weller’s equation for 
calculating ΔG° from the energies of TQ and PC71BM, while taking the Coulombic attraction (ΔEcoul) 
between their charged states into account25,26. For ED, ΔG° was calculated as

(S19)∆𝐺 °
𝐸𝐷 = 𝐸𝑒𝐷 +

+ 𝐸𝑒𝐴 ‒
‒ 𝐸𝑒𝐷 ∗

‒ 𝐸𝑒𝐴 + ∆𝐸𝑐𝑜𝑢𝑙,𝐸𝐷

where EeD+ and EeD* are the total energies of the isolated TQ oligomer in the optimized geometries of 
the cation and of the S1 state, respectively, EeA- and EeA are the total energies of the isolated PC71M 
in the optimized geometries of the anion and the GS, respectively. The Coulomb energy is defined as
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(S20)
∆𝐸𝑐𝑜𝑢𝑙,𝐸𝐷 = ∑

𝑒𝐷 +
∑
𝑒𝐴 ‒

𝑞
𝑒𝐷 + 𝑞

𝑒𝐴 ‒

4𝜋𝜀0𝜀𝑠𝑟
𝑒𝐷 + 𝑒𝐴 ‒

‒ ∑
𝑒𝐷 ∗

∑
𝑒𝐴

𝑞
𝑒𝐷 ∗ 𝑞𝑒𝐴

4𝜋𝜀0𝜀𝑠𝑟
𝑒𝐷 ∗ 𝑒𝐴

where q and r are the atomic charges and the distance between them, respectively, the subscript 
defining the compound and its relevant state, 0 and s are the vacuum permittivity and the relative 
permittivity of the medium (static dielectric constant), respectively. The partial atomic charges, i.e. q 
terms in eq. S20 were calculated using the Merz–Singh–Kollman (MK) scheme.32,33 The sums run 
over all atoms in each compound. Similarly, ΔG° for CR was calculated as

(S21)∆𝐺 °
𝐶𝑅 = 𝐸𝑒𝐷 + 𝐸𝑒𝐴 ‒ 𝐸𝑒𝐷 +

‒ 𝐸𝑒𝐴 ‒
+ ∆𝐸𝑐𝑜𝑢𝑙,𝐶𝑅

where the Coulomb energy is

(S22)
∆𝐸𝑐𝑜𝑢𝑙,𝐶𝑅 = ∑

𝑒𝐷
∑
𝑒𝐴

𝑞𝑒𝐷𝑞𝑒𝐴

4𝜋𝜀0𝜀𝑠𝑟𝑒𝐷𝑒𝐴
‒ ∑

𝑒𝐷 +
∑
𝑒𝐴 ‒

𝑞
𝑒𝐷 + 𝑞

𝑒𝐴 ‒

4𝜋𝜀0𝜀𝑠𝑟
𝑒𝐷 + 𝑒𝐴 ‒

Results: additional details

Excited state characteristics of the isolated TQ and PC71BM models and TQ–PC71BM 
complexes

To select TQ–PC71BM complexes with a representative length of TQ for the electronic coupling and 
CT rate calculations, we examined the effect of the length of TQ on the excited state properties of 
both the isolated TQ models and the TQ–PC71BM complexes (Figure S1). Moreover, we compared 
the couplings of the selected complexes. The main findings related to similarities and differences in 
the excited state properties of the isolated compounds and complexes of the T- and Q-series are 
reported in the main article. Here, we compare the results obtained with two excited state methods 
TDDFT and TDA34 and two functionals, the global hybrid functional B3LYP35,36 and the LRC 
functional CAM-B3LYP37. For the isolated TQ and PC71BM models (Table S2), TDDFT yields ca. 
0.1–0.6 eV lower S1 energies than TDA with both B3LYP and CAM-B3LYP. However, in the case 
of the complexes, both TD methods yield quite similar energies for the main excitation (Evert,main, i.e. 
the excitation with the largest oscillator strength, see Tables S3 and S4). Moreover, TDDFT and TDA 
yield almost equal energies for the 10 lowest singlet excited states of the 3T4Q–PC71BM and 3Q4T–
PC71BM complexes (Tables S5 and S6), with TDA energies being only 0.0–0.1 eV larger. For the 
complexes with TQ equal or longer than 3T2Q/3Q2T, TDDFT predicts the main excitation mainly as 
a pure LE state, while TDA tends to yield the main LE state with a mixed CT character, especially 
with CAM-B3LYP. Similarly, CAM-B3LYP predicts the main excitation as the LE state with a mixed 
LE and CT character in the complexes with 3T2Q and 3Q2T when using both TDDFT and TDA, and 
also in complexes with 3T4Q and 3Q4T when using TDA. The amount of CT in the lowest CT state 
(CT1) is quite similar with both TDDFT and TDA when using the B3LYP functional (Table S3). 
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CAM-B3LYP predicts more differences in the amounts of CT between TDDFT and TDA (Table S4), 
TDA yielding more significant CT.
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Table S1 Energies of the first singlet (S1) excited states (in eV) of the isolated TQ and PC71BM 
modelsa calculated with TDDFT (TDA) using different functionals and the 6-31G* basis set.
Functional T T2Q 3T2Q 3T4Q Q Q2T 3Q2T 3Q4T PC71BM

B3LYP
5.94

(6.08)
2.63

(2.73)
2.14

(2.24)
1.92

(1.99)
3.56

(3.60)
2.57

(2.68)
2.14

(2.24)
1.91

(1.99)
2.03

(2.03)

CAM-B3LYP
6.03 

(6.28)
3.15

(3.28)
2.64

(2.76)
2.43

(2.52)
3.85

(3.91)
3.08

(3.22)
2.64

(2.75)
2.43

(2.52)
2.27

(2.34)
aTQ and PC71BM models presented in Figure S1.

Table S2 Characteristics of the selected excited states of the TQ–PC71BM complexes calculated with 
TDDFT (TDA) at the B3LYP/6-31G* level of theory.
Complex T–

PC71BM
T2Q–

PC71BM
3T2Q–

PC71BM
3T4Q–

PC71BM
Q–

PC71BM
Q2T–

PC71BM
3Q2T–

PC71BM
3Q4T–

PC71BM

Evert,main (eV)
2.36

(2.39)
2.10

(2.10)
2.13

(2.21)
1.91

(1.98)
2.37

(2.42)
2.05

(2.05)
2.14

(2.21)
1.91

(1.98)

State
S9

(S8)
S4

(S4)
S6

(S8)
S4

(S4)
S9

(S9)
S4

(S4)
S7

(S8)
S4

(S4)

λNTO,main
b 0.46

(0.63)
0.82

(0.82)
0.68

(0.86)
0.97

(0.97)
0.45

(0.42)
0.91

(0.97)
0.45

(0.59)
0.97

(0.98)

Naturec LF
(LF)

CT
(CT)

LE 
(LE+CT)

LE
(LE)

LF
(LF)

PCT
(PCT)

LE
(LE)

LE
(LE)

Amount of CT (pp)d 0
(5)

71
(72)

4
(11)

5
(3)

0
(0)

92
(92)

2
(2)

1
(1)T

he
 m

ai
n 

ex
ci

ta
tio

na

fmain
e 0.0382

(0.0379)
0.0178

(0.0179)
0.5241

(0.7825)
1.4589

(1.8710)
0.0415

(0.0382)
0.0101

(0.0106)
0.4440

(0.6922)
1.4498

(1.8101)

ECT1 (eV) -
1.96

(1.96)
1.70

(1.70)
1.61

(1.61)
-

1.91
(1.92)

1.69
(1.69)

1.58
(1.58)

λNTO, CT1
b -

0.96
(0.96)

1.00
(1.00)

1.00
(1.00)

-
0.99

(0.99)
1.00

(1.00)
1.00

(1.00)

Amount of CT (pp)d -
75

(75)
96

(96)
96

(96)
-

91
(92)

97
(97)

98
(98)

T
he

 C
T

1 s
ta

te
f

fCT1
e -

0.0053
(0.0054)

0.0129
(0.0122)

0.0322
(0.0274)

-
0.0025

(0.0026)
0.0072

(0.0067)
0.0148

(0.0128)
aThe excitation with the largest oscillator strength. bFraction of the hole-electron pair to the given 
transition. cLF = local excitation within PC71BM, LE = local excitation within TQ, CT = charge 
transfer from TQ to PC71BM, PCT = pure CT, i.e. more than 90 percentage points (pp) charge density 
transferred from TQ to PC71BM. dAmount of charge density transferred from TQ to PC71BM in 
percentage points. eOscillator strength. fThe lowest CT state (CT1) was the S1 state for all the 
complexes.
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Table S3 Characteristics of the selected excited states of the TQ–PC71BM complexes calculated with 
TDDFT (TDA) at the CAM-B3LYP/6-31G* level of theory.
Complex T–

PC71BM
T2Q–

PC71BM
3T2Q–

PC71BM
3T4Q–

PC71BM
Q–

PC71BM
Q2T–

PC71BM
3Q2T–

PC71BM
3Q4T–

PC71BM

Evert,main (eV)
2.74 

(2.80)
2.74 

(2.79)
2.59 

(2.67)
2.41 

(2.48)
2.73

(2.80)
2.74

(2.80)
2.60

(2.69)
2.42

(2.50)

State
S7 

(S6)
S6 

(S6)
S3 

(S4)
S2 

(S2)
S6 

(S6)
S6 

(S6)
S3 

(S4)
S2 

(S2)

λNTO,main
b 0.79 

(0.67)
0.76 

(0.67)
0.85

(0.81)
0.83

(0.78)
0.76

(0.66)
0.78

(0.65)
0.83

(0.83)
0.84

(0.74)

Naturec LF 
(LF)

LF 
(LF)

LE+CT 
(LE+CT)

LE 
(LE+CT)

LF 
(LF)

LF 
(LF)

LE+CT 
(LE+CT)

LE 
(LE+CT)

Amount of 
CT (pp)d

0
(0)

0
(0)

18
(42)

7 
(14)

0
(0)

0
(0)

12
 (42)

5
(12)T

he
 m

ai
n 

ex
ci

ta
tio

na

fmain
e 0.0461 

(0.0569)
0.0421 

(0.0524)
0.8260 

(0.6347)
1.7524 

(1.7050)
0.0480 

(0.0629)
0.0453 

(0.0581)
0.9181 

(0.7218)
1.7957 

(1.6261)

ECT (eV)
- - 2.74

(2.79)
2.67g

(2.69)
- - 2.74

(2.77)
2.67g

(2.68)

State
- - S7

(S7)
S5

g

(S5)
- - S7

(S7)
S5

g

(S5)

λNTO, CT1
b - - 0.76

(0.64)
0.77 g

(0.81)
- - 0.75

(0.66)
0.78g

(0.89)
Amount of 
CT (pp)d

- - 11
(15)

38g

(67)
- - 19

(48)
67g

(83)

T
he

 C
T

 st
at

ef

fCT
e - -

0.0542
(0.0823)

0.0431g

(0.1366)
- -

0.0320
(0.1567)

0.0262g

(0.0933)
aThe excitation with the largest oscillator strength. b Fraction of the hole-electron pair to the given 
transition. cLF = local excitation within PC71BM, LE = local excitation within TQ, CT = charge 
transfer from TQ to PC71BM. dAmount of charge density transferred from TQ to PC71BM in 
percentage points. eOscillator strength. fWhen Evert,main have a CT contribution, the characteristics of 
the second lowest CT state (CT2) are reported for the CT state. gThe CT1 state was considered.
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Optimally tuned range separation parameters of the selected isolated TQ and PC71BM models 
and TQ–PC71BM complexes

Table S4 Optimally tuned (OT) range separation parameters (ω) of OT-BNL determined using the 
gap tuning proceduresa with the 6-31G* basis set.
Model OT ω 

(bohr-1)
3T4Q 0.15
3Q4T 0.15
PC71BM 0.18
TQ–PC71BM 0.17
aThe OT ω values of the isolated molecules were determined using the gap tuning procedure described 
in ref. 8 and 9. For TQ–PC71BM complexes, eq. S1 was used.

Excitation energies of the 3T4Q–PC71BM and 3Q4T–PC71BM complexes

i) TDDFT in vacuum with the 6-31G* basis set

Table S5 Vertical excitation energies (in eV)a calculated with TDDFT in vacuum using different 
functionals and the 6-31G* basis set.
Functional Complex S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

3T4Q–PC71BM1.60961.67501.75131.91382.03012.05832.13982.17552.18682.1979B3LYP
3Q4T–PC71BM1.57441.63921.71291.91312.02862.05192.13872.14492.15182.1755
3T4Q–PC71BM1.70351.77821.84892.02152.11382.14152.23352.27342.30232.3175PBE0
3Q4T–PC71BM1.67201.74501.81392.02752.11532.14332.23332.26332.27462.2848
3T4Q–PC71BM2.26652.40562.46632.63012.66522.68362.71152.7412 2.767 2.7852CAM-B3LYP
3Q4T–PC71BM2.27122.42252.46672.62472.66522.69032.70662.74752.76182.7905
3T4Q–PC71BM2.10862.19472.22732.38252.40842.42822.46452.50132.52932.5465OT-BNL
3Q4T–PC71BM2.1144 2.208 2.22742.38332.40952.44262.45582.51322.52362.5509

aRelative to the GS (S0). These are the adiabatic values.
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i) TDA in vacuum with the 6-31G* basis set

Table S6 Vertical excitation energies (in eV)a calculated with TDA in vacuum using different 
functionals and the 6-31G* basis set.
Functional Complex S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

3T4Q–PC71BM1.61091.67531.75251.97532.03132.0588 2.141 2.17652.18692.1983B3LYP
3Q4T–PC71BM1.57511.63941.71311.97742.03322.06252.14162.14502.15202.1833
3T4Q–PC71BM1.70501.77851.85012.08482.11552.14212.23572.27522.30272.3192PBE0
3Q4T–PC71BM1.67271.74511.81412.08652.11732.14462.23612.26332.27572.2856
3T4Q–PC71BM2.33132.47902.51672.65642.68882.72892.73642.78622.81302.8211CAM-B3LYP
3Q4T–PC71BM2.33562.49572.51882.65582.67932.73082.73772.79162.81272.8209
3T4Q–PC71BM2.15312.25392.28202.40602.43292.47712.48402.54492.56792.5758OT-BNL
3Q4T–PC71BM2.15952.26592.29002.40562.42392.47832.48402.55562.56852.5783

aRelative to the GS (S0). These are the adiabatic values.

ii) TDDFT in vacuum with the 6-31G** and 6-31+G* basis sets

Table S7 Vertical excitation energies (in eV)a calculated with TDDFT in vacuum using different 
functionals and the 6-31G** basis set.
Functional Complex S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

3T4Q–PC71BM1.61311.67931.75491.90892.01492.02992.13182.1576 2.188 2.1967B3LYP
3Q4T–PC71BM1.57901.64431.71751.90582.01752.03392.13372.14862.1552 2.166
3T4Q–PC71BM1.70601.78151.85152.01842.09392.11342.22482.25682.29482.3041PBE0
3Q4T–PC71BM1.67551.74911.81752.01492.0958 2.116 2.227 2.26142.26722.2851
3T4Q–PC71BM2.27592.41582.46982.62672.66992.67312.71622.73722.77002.7926CAM-B3LYP
3Q4T–PC71BM2.28012.42942.4727 2.627 2.66892.67662.71322.74152.7677 2.795
3T4Q–PC71BM2.10652.19852.23082.38342.41292.42942.46782.50892.52752.5454OT-BNL
3Q4T–PC71BM2.11212.21372.23172.38532.41532.43972.4626 2.517 2.52532.5509

aRelative to the GS (S0). These are the adiabatic values.

Table S8 Vertical excitation energies (in eV)a calculated with TDDFT in vacuum using different 
functionals and the 6-31+G* basis set.
Functional Complex S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

B3LYP 3T4Q–PC71BM1.45781.52791.60151.85321.99802.00832.01672.04692.10732.1159
aRelative to the GS (S0). These are the adiabatic values.
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iii) TDDFT in 1,2-DCB and blend with the 6-31G* basis set

Table S9 Vertical excitation energies (in eV)a calculated with TDDFT in 1,2-DCB using different 
functionals and the 6-31G* basis set.
Functional Complex S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

3T4Q–PC71BM1.65191.72711.79481.87821.9908 2.023 2.12842.16862.18742.2291B3LYP
3Q4T–PC71BM1.63651.71111.78111.87331.99042.02532.12852.17182.18682.2016
3T4Q–PC71BM1.73291.82081.88251.98852.07292.10072.22182.27122.28482.3346PBE0
3Q4T–PC71BM1.71981.80651.87011.9848 2.072 2.10062.2221 2.276 2.28252.3153
3T4Q–PC71BM2.26372.37432.44022.61322.66622.68452.71712.72232.76842.7940CAM-B3LYP
3Q4T–PC71BM2.2683 2.389 2.44092.61102.66662.69192.71552.72812.76872.7974
3T4Q–PC71BM2.09612.17282.20452.37452.42042.42862.48362.4969 2.523 2.5465OT-BNL
3Q4T–PC71BM2.10152.18892.20442.3727 2.423 2.43942.48352.4976 2.525 2.5502

aRelative to the GS (S0). These are the adiabatic values.

Table S10 Vertical excitation energies (in eV)a calculated with TDDFT in blend using different 
functionals and the 6-31G* basis set.
Functional Complex S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

3T4Q–PC71BM1.63501.70821.7759 1.852 1.99732.02072.12822.16362.18722.2101B3LYP
3Q4T–PC71BM1.6174 1.689 1.76011.84421.9978 2.024 2.12852.16712.18662.1938
3T4Q–PC71BM 1.719 1.804 1.86591.96152.07852.09942.22092.26492.28442.3195PBE0
3Q4T–PC71BM1.70391.78651.85171.95472.07862.09962.2214 2.27 2.28252.2995
3T4Q–PC71BM2.26352.34742.44012.61252.65982.67572.71532.71852.75832.7892CAM-B3LYP
3Q4T–PC71BM2.26792.36092.44182.61082.66032.68462.71212.72142.75742.7944
3T4Q–PC71BM2.09682.14832.20452.37512.41722.42142.47612.4926 2.514 2.5434OT-BNL
3Q4T–PC71BM2.10212.16262.20572.37382.42042.43112.47562.49382.51622.5481

aRelative to the GS (S0). These are the adiabatic values.
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Adiabatic and diabatic dipole moments and charge differences of the CT1 and LE states

i) TDDFT in vacuum, 1,2-DCB, and blend with the 6-31G* basis set

Table S11 Adiabatic and diabatic electric dipole moments (Δµii
ad and Δµdiab)a and charge differences 

(Δqii
ad and Δqdiab) for the CT1 and LE states of the studied TQ–PC71BM complexes calculated with 

the 11-state GMH and FCD schemesb using different functionals and the 6-31G* basis set.

Scheme GMH FCD

Functional Complex ΔμCT1
ad ΔμCT1

diab ΔμLE
ad ΔμLE

diab ΔqCT1
ad ΔqCT1

diab ΔqLE
ad ΔqLE

diab

3T4Q–PC71BM
31.0

(29.0)
[29.1]

31.2
(29.6)
[29.6]

1.1
(4.6)
[5.3]

0.3
(0.4)
[0.5]

1.9
(1.9)
[1.9]

2.0
(2.0)
[2.0]

0.1
(0.3)
[0.3]

0.0
(0.0)
[0.0]B3LYP

3Q4T–PC71BM
31.4

(30.0)
[30.2]

31.4
(30.5)
[30.7]

0.2
(0.9)
[1.0]

0.1
(0.0)
[0.1]

2.0
(2.0)
[2.0]

2.0
(2.0)
[2.0]

0.0
(0.1)
[0.1]

0.0
(0.0)
[0.0]

3T4Q–PC71BM
29.9

(28.4)
[28.5]

30.2
(29.2)
[29.2]

1.4
(3.6)
[4.3]

0.2
(0.3)
[0.4]

1.9
(1.9)
[1.9]

2.0
(2.0)
[2.0]

0.1
(0.2)
[0.3]

0.0
(0.0)
[0.0]PBE0

3Q4T–PC71BM
30.5

(29.3)
[29.5]

30.7
(29.9)
[30.0]

0.1
(0.9)
[1.0]

0.3
(0.0)
[0.1]

2.0
(2.0)
[1.9]

2.0
(2.0)
[2.0]

0.0
(0.1)
[0.1]

0.0
(0.0)
[0.0]

3T4Q–PC71BM
12.5
(8.2)
[9.6]

26.6
(25.6)
[24.5]

1.3
(0.9)
[0.9]

0.6
(0.4)
[0.3]

0.7
(0.6)
[0.6]

1.9
(1.8)
[1.7]

0.1
(0.1)
[0.1]

0.0
(0.0)
[0.0]CAM-B3LYP

3Q4T–PC71BM
16.6
(7.9)
[10.3]

27.9
(27.1)
[26.7]

0.8
(0.5)
[0.5]

0.3
(0.1)
[0.1]

1.1
(0.6)
[0.7]

1.9
(1.9)
[1.9]

0.1
(0.1)
[0.0]

0.0
(0.0)
[0.0]

3T4Q–PC71BM
11.3
(7.9)
[8.2]

24.5
(22.7)
[23.2]

1.7
(1.2)
[1.2]

0.3
(0.3)
[0.7]

0.7
(0.5)
[0.5]

1.8
(1.6)
[1.6]

0.2
(0.1)
[0.1]

0.0
(0.0)
[0.0]OT-BNL

3Q4T–PC71BM
15.9
(9.0)
[10.9]

26.3
(25.3)
[25.4]

0.6
(0.2)
[0.7]

0.5
(0.6)
[0.3]

1.1
(0.6)
[0.7]

1.9
(1.9)
[1.9]

0.1
(0.1)
[0.1]

0.0
(0.0)
[0.0]

aRelative to the GS. bValues calculated in vacuum, 1,2-DCB (in parentheses), and blend (in brackets).
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i) TDDFT in vacuum with the 6-31G** and 6-31+G* basis sets

Table S12 Adiabatic and diabatic electric dipole moments (Δµii
ad and Δµdiab)a and charge differences 

(Δqii
ad and Δqdiab) for the CT1 and LE states of the studied complexes calculated with the 11-state 

GMH and FCD schemesb using TDDFT the 6-31G** and 6-31+G*c (in parentheses) basis sets.

Scheme GMH FCD

Functional Complex ΔμCT1
ad ΔμCT1

diab ΔμLE
ad ΔμLE

diab ΔqCT1
ad ΔqCT1

dia

b
ΔqLE

ad ΔqLE
diab

3T4Q–PC71BM
30.9 30.9 1.2 0.3

1.9
(1.6)

2.0
(1.6)

0.1 
(0.3)

0.0
(0.4)B3LYP

3Q4T–PC71BM 31.4 31.5 0.2 0.2 2.0 2.0 0.0 0.0
3T4Q–PC71BM 29.9 30.1 1.4 0.2 1.9 2.0 0.1 0.0

PBE0
3Q4T–PC71BM 30.4 30.6 0.1 0.3 2.0 2.0 0.0 0.0
3T4Q–PC71BM 12.7 26.8 1.4 0.5 0.8 1.9 0.1 0.0

CAM-B3LYP
3Q4T–PC71BM 15.9 27.9 0.8 0.8 1.1 1.9 0.1 0.0
3T4Q–PC71BM 11.2 24.4 1.5 0.2 0.7 1.7 0.2 0.0

OT-BNL
3Q4T–PC71BM 15.8 26.1 0.4 0.9 1.1 1.9 0.1 0.0

aRelative to the GS. bValues calculated in vacuum. cOnly with B3LYP for 3T4Q–PC71BM.

i) TDA in vacuum with the 6-31G* basis set

Table S13 Adiabatic and diabatic electric dipole moments (Δµii
ad and Δµdiab)a and charge differences 

(Δqii
ad and Δqdiab) for the CT1 and LE states of the studied complexes calculated with the 11-state 

GMH and FCD schemesb using TDA with the 6-31G*basis set.

Scheme GMH FCD

Functional
Complex

ΔμCT1
ad ΔμCT1

diab ΔμLE
ad ΔμLE

diab ΔqCT1
a

d ΔqCT1
diab ΔqLE

ad ΔqLE
diab

3T4Q–PC71BM 31.3 31.4 0.6 0.4 2.0 2.0 0.1 0.0
B3LYP

3Q4T–PC71BM 31.6 31.6 0.4 0.1 2.0 2.0 0.0 0.0
3T4Q–PC71BM 30.2 30.3 0.9 0.2 2.0 2.0 0.1 0.0

PBE0
3Q4T–PC71BM 30.6 30.7 0.1 0.2 2.0 2.0 0.0 0.0
3T4Q–PC71BM 17.0 27.0 2.0 0.1 1.2 1.9 0.2 0.0

CAM-B3LYP
3Q4T–PC71BM 20.9 28.1 1.0 0.9 1.5 1.9 0.2 0.0
3T4Q–PC71BM 13.7 14.0 1.5 1.5 0.9 1.8 0.2 0.0

OT-BNL
3Q4T–PC71BM 18.7 26.7 0.3 0.6 1.4 1.9 0.1 0.0

aRelative to the GS. bValues calculated in vacuum.
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NTOs of the 3T4Q–PC71BM complex

Figure S2 NTOs (the main pair) corresponding to the CT1 and LE states of the 3T4Q–PC71BM 
complex calculated with TDDFT using different functionals and 6-31G* basis set (isodensity contour 
= 0.025). The contributions (%) of TQ and PC71BM to the NTOs and contributions (λNTO) of the NTO 
pair to the particular excitation are also presented.
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Electronic couplings of 3T4Q–PC71BM and 3Q4T–PC71BM

i) Electronic couplings in vacuum with TDDFT and the 6-31G* basis set

Table S14 Electronic couplings (in meV) for the ED and CR processes of 3T4Q–PC71BM calculated 
with TDDFT in vacuum using the GMH and FCD schemes with different number of the states (2–11) 
together with the different functionals and the 6-31G* basis set.

B3LYP PBE0 CAM-B3LYP OT-BNL
Scheme ED CR ED CR ED CR ED CR
2GMH 41.5 46.6 46.6 51 72.1 74 76.8 113.8
3GMH 41.7 50.8 46.8 56.1 72.6 108.6 77.2 137.8
4GMH 40.2 51.3 46.0 56.3 71.9 74.4 74.4 107.7
5GMH 38.3 47.8 43.5 51.8 - - - -
6GMH 37.1 46.3 42.5 50.2 - - - -
7GMH 36.8 45.3 - - - - - -
11GMH 36.3 45.3 42.7 50.2 49.0 118.5 48.5 141.8
2FCD 38.4 44.0 42.7 46.4 82.7 122.2 82.7 138.9
3FCD 38.4 43.0 42.7 45.2 82.7 106.6 82.7 111.0
4FCD 37.7 43.0 42.2 45.3 69.2 75.5 70.7 83.0
5FCD 36.5 46.1 40.7 48.9 - - - -
6FCD 36.9 46.4 40.8 48.8 - - - -
7FCD 36.8 46.0 - - - - - -
11FCD 37.3 46.3 41.7 48.8 59.7 80.5 65.5 88.1
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Table S15 Electronic couplings (in meV) for the ED and CR processes of 3Q4T–PC71BM calculated 
with TDDFT in vacuum using the GMH and FCD schemes with different number of the states (2–11) 
together with the different functionals and the 6-31G* basis set.

B3LYP PBE0 CAM-B3LYP OT-BNL
Scheme ED CR ED CR ED CR ED CR
2GMH 21.6 27.9 30.4 30.4 50.8 2.8 56.0 24.6
3GMH 22.0 31.0 30.6 34.3 51.0 33.9 52.9 54.8
4GMH 21.9 30.9 30.6 34.0 51.7 27.8 49.3 48.3
5GMH 21.9 30.8 30.5 33.7 - - - -
6GMH 21.6 30.8 30.2 33.4 - - - -
7GMH 21.4 30.4 30.1 33.6 - - - -
8GMH - - 30.2 31.8 - - - -
11GMH 21.3 30.4 30.4 31.6 35.2 63.6 33.2 92.4
2FCD 23.1 25.2 26.7 26.6 54.2 48.4 52.5 51.3
3FCD 23.1 25.2 26.7 26.4 54.2 45.9 52.5 47.7
4FCD 23 25.2 26.6 26.5 48.6 34.9 48.0 35.9
5FCD 22.9 25.7 26.5 27.1 - - - -
6FCD 22.9 25.8 26.4 27.0 - - - -
7FCD 22.9 26.1 26.6 25.6 - - - -
8FCD - - 26.6 27.0 - - - -
11FCD 23.1 25.7 26.8 27.0 43.5 39.1 44.8 44.1

Figure S3 Electronic coupling values of the studied TQ–PC71BM complexes calculated with TDDFT 
at the PBE0/6-31G* level of theory using either the GMH and FCD schemes with different number 
of states (2–11).
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Figure S4 Electronic coupling values of the studied TQ–PC71BM complexes calculated with TDDFT 
at the CAM-B3LYP/6-31G* level of theory using either the GMH and FCD schemes with different 
number of states (2–11).

i) Electronic couplings in vacuum with TDA and the 6-31G* basis set

Table S16 Electronic couplings (in meV) for the ED and CR processes of the studied complexes 
calculated with TDA in vacuum using the 11-state GMH and FCD schemes and the 6-31G* basis set.

B3LYP PBE0 CAM-B3LYP OT-BNLComplex Scheme
ED CR ED CR ED CR ED CR

11GMH 36.2 46.6 44.2 51.6 51.3 137.8 5.3 171.23T4Q–PC71BM
11FCD 36.1 46.4 40.9 48.9 62.0 83.5 53.7 86.4
11GMH 25.5 30.3 29.6 31.3 37.8 112.1 38.8 128.73Q4T–PC71BM
11FCD 21.3 25.7 24.9 27.0 46.4 43.4 35.3 44.2

ii) Electronic couplings in vacuum with TDDFT and the 6-31G** and 6-31+G* basis 
sets

Table S17 Electronic couplings (in meV) for the ED and CR processes of 3T4Q–PC71BM calculated 
with TDDFT in vacuum using the 11-state GMH and FCD schemes together with the different 
functionals and the 6-31G** or 6-31+G* basis sets.

B3LYP PBE0 CAM-B3LYP OT-BNL
Scheme

Basis set
ED CR ED CR ED CR ED CR

11GMH 6-31G** 36.4 47.1 42.9 50.3 49.2 143.7 48.6 160.4
6-31G** 37.6 46.3 41.7 48.9 60.9 83.4 70.0 89.611FCD
6-31+G* 39.1 46.9 - - - - - -
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Table S18 Electronic couplings (in meV) for the ED and CR processes of 3Q4T–PC71BM calculated 
with TDDFT in vacuum using the 11-state GMH and FCD schemes together with the different 
functionals and the 6-31G** basis set.

B3LYP PBE0 CAM-B3LYP OT-BNL
Scheme ED CR ED CR ED CR ED CR
11GMH 25.6 30.9 29.4 31.4 37.6 109.2 32.7 114.7
11FCD 23.3 25.8 26.5 27.0 45.5 40.2 45.9 44.3

i) Electronic couplings in different environments with TDDFT and the 6-31G* basis set

Table S19 Electronic couplings (in meV) for the ED and CR processes of 3T4Q–PC71BM calculated 
with TDDFT in different environments using the GMH and FCD schemes with 11 states together 
with the different functionals and the 6-31G* basis set.

B3LYP PBE0 CAM-B3LYP OT-BNL
Scheme Medium ED CR ED CR ED CR ED CR

vacuum 36.3 45.3 42.7 50.2 49.0 118.5 48.5 141.8
1,2-DCB 36.6 50.1 43.8 53.7 55.5 180.1 44.1 203.9

11GMH

blend 34.6 49.3 41.8 53.4 56.7 168.8 54.5 252.0
vacuum 37.3 46.3 41.7 48.8 59.7 80.5 65.5 88.1
1,2-DCB 41.9 50.3 45.6 52.0 63.5 87.9 68.9 110.2

11FCD

blend 41.8 50.2 45.5 51.9 63.1 89.5 69.1 95.8

Table S20 Electronic couplings (in meV) for the ED and CR processes of 3Q4T–PC71BM calculated 
with TDDFT in different environments using the GMH and FCD schemes with 11 states together 
with the different functionals and the 6-31G* basis set.

B3LYP PBE0 CAM-B3LYP OT-BNL
Scheme Medium ED CR ED CR ED CR ED CR

vacuum 21.3 30.4 30.4 31.6 35.2 63.6 33.2 92.4
ODCB 31.0 38.4 35.0 42.7 43.4 102.3 29.5 149.9

11GMH

blend 30.4 38.2 34.5 42.2 43.9 124.1 38.7 121.9
vacuum 23.1 25.7 26.8 27.0 43.5 39.1 44.8 44.1
ODCB 29.2 28.0 32.5 29.0 49.9 41.7 52.2 47.1

11FCD

blend 29.4 27.7 32.6 28.6 49.4 41.6 48.3 47.3
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Bond length alternations of 3T4Q and 3Q4T

Figure S5 Changes in the bond lengths (Δr) of the whole backbones of (a) 3T4Q and (b) 3Q4T and 
of (c) & (d) two different middle parts of the molecules during the eD* → eD+ and eD+→ eD 
transitions. The bond numbers for the whole backbones are defined along the numbered conjugation 
paths marked in the structures, which are presented above the graphs. Two different middle parts of 
the oligomers have also been considered to directly compare the changes in the similar parts of the 
molecules.
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