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1 Computational details
The main code used in our study is Siesta [1]. We have used a triple-zeta + double polarization basis set to
calculate ground and excited state properties. The real-time ab-initio approach used here is based on TD-
DFT, as implemented in the TDAP package [2], built on top of the Siesta code. We propagate the electronic
density according to the time-dependent Kohn-Sham (TD-KS) equations:
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where �n are the single electron KS wave functions, vext is the external potential, vxc is the exchange-
correlation potential and the electronic density is
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where the sum runs over the number of electrons N . This means that the electronic subsystem is only
dependent on its initial state.

An iterative solution of eq 1 is given by
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where the wave functions are known at an initial time t0, U is the time-evolution operator and T̂ is the
time-ordering operator. In TDAP U is approximated with the second-order Magnus expansion:
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for a finite time step �t.
The Hamiltonian matrices and wave functions at each time step are computed. The calculations use a

local basis comprising a set of numerical atomic orbitals built from atomic pseudopotentials. This provides
a finite and orthonormal basis set, which lets us approximate the TD-KS to
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with c being a column vector containing the basis coefficients, S the overlap matrix and P is a matrix that
appears due to the motion of the basis functions. Eq 5 is approximated by evaluating the matrices at the
half time step:
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We have also used Octopus and NWChem codes to calculate the electronic structure and optical absorption
spectra in our validation simulations using TD-DFT. Octopus is a pseudopotential real-space package to
perform TD-DFT calculations [3, 4]. The time-dependent Kohn-Sham (TDKS) orbitals are expanded in a
regular mesh in real space, and the simulations are performed in real time. The NWChem code [5] utilizes
Gaussian basis sets. The "Enforced Time-Reversal Symmetry (ETRS)" propagator has been used in the
real-time TD-DFT implementation.

2 Auxilliary rectangular geometries
In this section we present results pertaining to structures with broken symmetry, specifically 16⇥6 and 17⇥5
RGNFs. The broken symmetry results in undercoordinated carbon atoms on the edge of the flake. With
respect to the 17⇥6-RGNF, the 16⇥6-RGNF correspond to the removal of a vertical dimer line, and the 17⇥5-
RGNF the removal of a zigzag line. Figure 1 shows their FM and AFM magnetization densities. Despite
the symmetry break, the general features of the magnetization density is maintained. Similarly to the 17⇥6-
RGNF, the same competition between frustration in the center in the FM structure against magnetization
in the armchair edges in the AFM structure applies.

(a) (b)

(c) (d)

Figure 1: Magnetization densities of variations of the rectangular flake. The red (green) color represents
positive (negative) values. The FM (a) and AFM (b) of a 17⇥5-RGNF solutions differ by 1.2 meV/atom,
while the FM (c) and AFM (d) solutions of a 16⇥6 flake differ only by 0.37 meV/atom, which is comparable
to the original difference on the 17⇥6-RGNF in Figure 1.

The coupling between the zigzag edges becomes stronger when the flake is narrower as in 17⇥5-RGNF
and the AFM solution is more favourable by 1.2 meV/atom, which is larger than the 0.5 meV/atom of the
original 17⇥6-RGNF. On the contrary, 16⇥6-RGNF has the same distance between the zigzag edges as the
original flake, but armchair edges are closer. This seems not to have an appreciable effect, as the AFM-FM
energy difference is 0.37 meV/atom in this case, comparable to 17⇥6-RGNF. We also studied flakes in which
we removed alternating atoms of the zigzag edge so that the horizontal edge is no longer zigzag. Breaking the
zigzag pattern makes the modified edge loose the magnetization. This points toward the necessity of zigzag
edges for realizing magnetism, similar to what can be expected based on experience with GNR [6].

We also present the bond-lengths of the edge carbon atoms of the 17xNz flakes, with Nz 2 {2, 4, 6, 8}.
The 17⇥2 flake is a polyacene, similar to what is studied by e.g. Hachmann and co-workers [7]. We see
that the FM vs AFM solution for the polyacene shows a clear difference in bond-length, similar to what Qu
and co-workers see when comparing singlet and triplet solutions. Additionally, it is clear that as the number
of armchair edges increase (increased distance between the spin-carrying zigzag edge), the FM and AFM
becomes more equal. This is a natural effect of the decreased overlap between the wave-functions, in turn
leading to the decreased exchange coupling.
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Figure 2: Carbon-carbon bond-lengths along the lower zigzag edges of RGNFs.
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3 Rhomboid flakes
We present the results of a rhomboid flake with zigzag edges (Figure 3). We considered four initial magnetic
configurations depending on the coupling between zigzag edges. Only the ferromagnetic (FM) and one of the
antiferromagnetic (AFM1) structures could be stabilized as magnetic solutions. AFM1 has a lower energy
than FM by 0.98 meV/atom. The magnetic moments on the superior and inferior edges are of the order of
the zigzag edges in the RGNF. Similarly, the FM has a central frustration and the magnetic moments are
quenched, which is not the case in the AFM1 configuration.
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Figure 3: Rhomboid graphene nanoflake. The considered magnetic configurations are ferromagnetic (FM)
shown in (a), and three different antiferromagnetic configurations: AFM1 (b), AFM2 (e) and AFM3 (f). The
magnetisation densities of FM and AFM1 are shown in (c) and (d), and the local magnetic moments of the
edge atoms are included in (g). The atom index is represented in (c).
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4 Validation simulations
In addition to the results presented in the main text, we validate aspects of our findings by different codes,
in particular for the optical absorption. Ground state properties were recently compared extensively by
Lejaeghere et al. [8]. While our benchmark indicates that trends are similar in the results obtained from
all codes, the quantitative differences seen for excited state properties for different basis sets call for similar
undertakings as Lejaegere et al. has performed, but for excited state properties.

The three codes used for the benchmark provided here have different types of basis functions. The Octopus
code uses a real-space grid to represent the wave-functions. NWChem and Siesta/TDAP use atom-centered
basis function, Gaussian-type orbitals (GTO) and Numerical Atom-centered Orbitals (NAO) respectively.
The grid allows for an unbiased description of the wave-function with respect to the atomic position, as the
sampling is equally dense away from the nuclei. On the other hand, it is harder to converge the grid close
to the nucleus, rendering tightly-bound states more difficult to calculate accurately with an equidistant grid
than with NAOs or GTOs. For the latter two bases types, it is known that high-energy states are sometimes
hard to resolve if not additional diffuse basis functions are added. Hence, the three approaches used have
positive and negative traits for different parts of the electronic-structure, the tightly bound and the weakly
bound states. In our simulation, we have a more diffuse basis for the Siesta calculations than for the NWChem
calculations. We expect that this has implications, primarily on the absorption strength, for the outcome of
our calculated absorption spectra. We elaborate on this fact in the sections below. For this benchmark, we
have considered reasonably small molecules as benzene, naphtalene, flourene and coronene.

Fig 4 shows the optical spectra of benzene, naphthalene, fluorene and coronene obtained from Octopus,
NWChem and TDAP codes. The three codes qualitatively agree regarding the positions of the peaks, specially
at low energies. Furthermore, Octopus derived peaks appear at slightly lower energies followed by those
obtained from TDAP and then NWChem at higher energies. This tendency is maintained throughout the
energy range for the four studied molecules, and it can be clearly seen in Table 1, which contains information
about the position of the first peak in the optical spectra of the four molecules depending on the code, as
well as a comparison with the Kohn-Sham HOMO-LUMO gap for the TDAP calculations.
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Figure 4: Comparison of optical spectra obtained from Octopus, NWChem and TDAP for benzene (a),
naphthalene (b), fluorene (c) and coronene (d). Interestingly, the peak-positions correlate well with the
degree of diffuseness of the basis, with a lower absorption energy for the more diffuse basis.

The optical absorption spectrum in benzene has its first peak at rather high energies compared with
the rest of the molecules, followed by fluorene, naphtalene and then coronene. One would expect that the
first peak would appear at lower energies with increasing size, but fluorene is an exception. Figure 5 shows
the wave-functions for the HOMO-1, HOMO, LUMO and LUMO+1 energy levels of the studied molecules
calculated with Siesta. Although the optical absorption spectrum in TDAP is obtained from RT-TDDFT,
the symmetries of the ground state wave-functions can help us to understand the first peak positions.
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Figure 5: Wave-functions for HOMO-1, HOMO, LUMO and LUMO+1 of the respective small molecules
(yellow and blue represent positive and negative lobes respectively). For benzene and coronene, the HOMO
levels are degenerate, in the case of benzene also the two LUMO levels are degenerate. The higher HOMO-
LUMO gap in Naphtalene, and corresponding higher absorption threshold than fluorene is explained by the
decreased ability to form conjugated bonds with the lower symmetry structure.
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Table 1: Position of the first peak in the optical spectra calculated with NWChem, Octopus and TDAP.
The HOMO-LUMO gap as calculated by TDAP is specified in parentheses. Units are in eV.

Method Benzene Naphthalene Fluorene Coronene
NWChem 7.45(5.48) 4.27(3.6) 4.71(3.86) 3.95(3.03)
Octopus 7.00 4.12 4.20 3.70
TDAP 7.12 (5.36) 4.23 (3.52) 4.60 (3.78) 3.84 (2.98)

Experiments 6.97 [9] 4.75 [10] 4.12 [11] 3.28 [12]
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