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Computational Section 
 
All calculations were performed using the Gaussian091 software on the Advanced 
Computing Facility and Newton High-Performance Computing clusters at the University 
of Tennessee, Knoxville.  
 
Functional validation.  In order to choose a density functional theory (DFT) exchange-
correlation functional that accurately describes the system under investigation, we first 
validated results of 10 commonly used functionals (OLYP,2 OPBE,3 BP86,4 BLYP,5 
TPSS,6 TPSSh,6 B3LYP*,7 B3LYP,5, 8 M06-L,9 M0610) and the cc-pVTZ basis set11, 12 
against the known (or highly evidenced) spin states and geometries for the native and 
reduced forms of the Ni(II) α-diimine precatalyst. For the native species 1, the DFT 
method must show the spin-triplet tetrahedral d8 Ni(II) complex to be the ground state 
versus the most likely alternative from crystal-field theory, a spin-singlet square-planar d8 
Ni(II) complex. For the reduced species 1red, the DFT method must show a spin-doublet 
d9 tetrahedral Ni(I) complex to be the ground state, based on the g-value of 2.32 
determined by EPR and Evan’s method result of 2.5 μB. We compare our DFT results for 
the spin-doublet tetrahedral species to two alternatives: spin-quartet tetrahedral and spin-
doublet square-planar structures. 
 
Relative energies as calculated from DFT are shown in Figs. S1 and S2. The native form 
of the precatalyst is charge-neutral whereas the reduced form of the precatalyst is anionic 
with a charge of -1 due to addition of an electron. For each species and functional, the 
electronic ground state is assigned to zero energy, and the other energies are shown 
relative to ground state. The functionals that give the correct prediction for 1 are TPSSh, 
B3LYP*, B3LYP, M06-L, and M06, and the functionals that correctly predict 1red are 
OLYP, OPBE, BP86, BLYP, TPSS, TPSSh, B3LYP*, and B3LYP. Three of the functionals 
are correct in both cases: TPSSh, B3LYP*, and B3LYP. To discern the relative accuracy 
of these three finalists, we compared the optimized structure of 1 to a similar crystal 
structure determined experimentally and reported in the work of Liu et al.13 The key bonds 
and distances considered are shown in Table S1. TPSSh yields the least mean error and 
mean absolute error, and thus TPSSh is our functional of choice. The TPSSh functional 
has previously been shown to describe the geometries,14-20 reaction energetics,18-23 
thermochemistry,24, 25 and spectra19, 26 of organometallic complexes well. 
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Figure S1. Functional validation for the neutral species 1. Energies are given relative to 
the ground-state geometry as predicted by each functional. The experimentally observed 
structure is a spin-triplet tetrahedral d8 Ni(II) complex. Functionals which give correct 
predictions using the cc-pVTZ basis set are shown in bold (TPSSh, B3LYP*, B3LYP, 
M06-L, M06). 
 

 
Figure S2. Functional validation for the anionic species 1red. Energies are given relative 
to the ground-state geometry/spin as predicted by each functional. The experimentally 
observed structure is a spin-doublet tetrahedral d9 Ni(II) complex. Functionals which give 
correct predictions at the cc-pVTZ basis set are shown in bold (OLYP, OPBE, BP86, 
BLYP, TPSS, TPSSh, B3LYP*, B3LYP). 
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Table S1. Literature crystal geometry and calculated structure of 1. 

Bond lengths (Å) Liu crystal13 B3LYP B3LYP* TPSSh 
Ni−Br 2.323 2.367 2.359 2.341 
Ni−Br 2.326 2.367 2.359 2.341 
Ni−N 2.037 2.088 2.068 2.036 
Ni−N 2.018 2.088 2.068 2.036 
N=C 1.287 1.279 1.284 1.288 
N=C 1.283 1.279 1.284 1.288 
C−C 1.524 1.509 1.504 1.495 

Mean error  −0.0255 −0.0180 −0.0038 
Mean absolute error  0.0330 0.0247 0.0125 

 
Effect of dispersion, solvent, and diffuse functions. Using TPSSh as our chosen 
functional, we evaluated the effects of adding more physically realistic corrections to the 
computational method. These are (a) Grimme’s D3 dispersion scheme with Becke-
Johnson parameters (D3-BJ),27, 28 (b) solvent implementation using the Polarizable 
Continuum Model (PCM) method,29 and (c) diffuse basis-set functions using the 
“calendar” basis sets.30 For solvent, we used PCM toluene, and for diffuse functions, we 
started with the may-cc-pVTZ basis set. We use these three computational schemes, 
together (referred to as “full” treatment) and individually, to recalculate the three key 
energy differences (from the five species calculated for the functional validation). 
 
The three energy differences, (a) ∆E(spin-singlet square-planar minus spin-triplet 
tetrahedral) for 1, (b) ∆E(spin-quartet tetrahedral minus spin-doublet tetrahedral) for 1red, 
and (c) ∆E(spin-doublet square-planar minus spin-doublet tetrahedral) for 1red are shown 
in Fig. S3 for the different treatment options versus the original TPSSh/cc-pVTZ results 
(labeled as “none”). The notable effects of the additional treatments are as follows: 
dispersion over-stabilizes the spin-quartet tetrahedral form of 1red, making it lower in 
energy than the spin-doublet tetrahedral form; PCM toluene greatly stabilizes the spin-
doublet tetrahedral form of 1red; and diffuse functions have a very minor effect on the 
energy differences, even for the anionic species. We show the same energy differences, 
but relative to the “full” treatment that includes all three corrections, in Figs. S3 and S4. 
Due to the minor effect of adding the May diffuse functions, and because of the opposing 
nature of the effects of Grimme-D3 dispersion and PCM toluene on the energy 
differences, we chose to perform calculations using the TPSSh functional, the cc-pVTZ 
basis set, the D3-BJ dispersion method and the PCM solvent model for toluene. As a 
note, in Figs. 7-9, all species in the reaction pathways for the native catalyst are cationic 
because they are derived from A1 and all species in the reaction pathways for the native 
catalyst are neutral because they are derived from A1red. There are no anionic species in 
any of the computed reaction pathways. A comparison of the reference crystal structure 
of Liu et al.13 with the optimized structure of 1 using this computational approach is 
provided in Table S2. 
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Figure S3. Effects of dispersion, solvent, diffuse functions, and “full” treatments on the 
three key energy differences considered for 1 and 1red. All values calculated using the 
TPSSh functional and cc-pVTZ basis set. 
 
 

 
Figure S4. Effects of dispersion, solvent, and diffuse functions on the key energy 
differences for 1 and 1red relative to the effect of the “full” treatment, which combines all 
three treatments. The D3 and toluene treatments show opposite effects, relative to the 
“full” treatment, and May performs no better than “none”. All values calculated at the 
TPSSh/cc-pVTZ level of theory. 
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Table S2. Geometry of reference crystal structure compared to that of 1 calculated using 
the chosen method (i.e., TPSSh/cc-pVTZ using D3-BJ dispersion and PCM toluene). The 
large difference in planar angle around Ni arises from the differences in ligands between 
the crystal structure from Liu et al. and 1. 

Bond lengths (Å) Liu crystal13 TPSSh 
Ni−Br 2.323 2.348 
Ni−Br 2.326 2.348 
Ni−N 2.037 2.029 
Ni−N 2.018 2.029 
N=C 1.287 1.285 
N=C 1.283 1.285 
C−C 1.524 1.491 

Mean error  −0.0024 
Mean absolute error  0.0147 

   
Planar angle around Ni 80.24° 90.00° 

 
Finally, recent work has shown that the integration grid chosen for DFT calculations can 
have a significant impact on resulting energies and product selectivities.31 To probe any 
possible effect of the integration grid in this work, we compared the ∆G of I-3 species (i.e., 
G(I-3n-pr) – G(I-3i-pr)) calculated using two different grids. Table S3 shows ∆G calculated 
using a “Fine” pruned (75,302) grid and an “Ultrafine” pruned (99,590) grid. The “Fine” 
pruned (75,302) grid is the default grid for Gaussian 09 calculations. As increasing the 
size of the integration grid results in a change in ∆G of 0.5 kcal/mol or less, we elected to 
proceed with the “Fine” pruned grid for the remainder of DFT calculations in this work.  
 
Table S3. ∆G (kcal/mol) between linear and branched ethylene-addition products 
calculated using two different integration grids for the native and reduced catalysts. 

 Fine Grid Ultrafine Grid 
Native -0.9 -1.1 

Reduced -5.1 -5.6 
 
Dimerization Pathway. We computationally investigated the process in which the 
addition of an electron to precatalyst 1 dissociates one of the Ni-Br bonds, subsequently 
forming an overall neutral, solvent-coordinated species, dipp-BIANNiBr(η2-toluene) (b). 
This species could then dimerize to produce a different form of the reduced catalyst, dipp-
BIANNi(μ-Br2)Nidipp-BIAN (c), as is shown in Fig. S5. We began this pathway with 1red 
coordinated to a cobaltocenium ion and an explicit toluene molecule as separated 
reagents. As a note, structures a, b, and c are Ni(I) species, and therefore could 
potentially give rise to the observed g-value of 2.32 in experimental EPR spectra. The 
formation of b from 1red was calculated to be endergonic by ΔG = 17.1 kcal/mol and the 
final product dimer, c, was found to have a free energy of ΔG = 2.2 kcal/mol greater than 
that of monomeric a. The cobaltocenium cation was included in these computations to 
account for dissociation of the ion pair to form b or c. Based on these results, we 
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concluded that 1red (Fig. 2) was the most stable form of the reduced catalyst as indicated 
by the higher energies of b and c and was used for computations throughout the 
remainder of this work. All species along the pathway shown in Fig. S5 were calculated 
using TPSSh/cc-pVTZ using D3-BJ dispersion and PCM toluene, with the exception of 
the dimer species, c, the structure of which was fully optimized using the chosen method; 
however, due to resource limitations, vibrational frequencies and free-energy corrections 
at this stationary point were calculated using the cc-pVDZ basis set without empirical 
dispersion or implicit solvent. Further, the geometry optimization of explicit toluene 
resulted in a low-frequency imaginary mode (𝜈" = 30.53𝑖	𝑐𝑚,-), as did the optimization of 
b, dipp-BIANNiBr(η2-toluene) (𝜈" = 26.78𝑖	𝑐𝑚,-). 
 

 
Figure S5. Relative free energies of species on the investigated pathway to a dimeric 
form of the reduced catalyst. 1red coordinated to a cobaltocenium ion was found to be the 
most stable form of the reduced precatalyst. For inset structures, colors of atoms and spin 
densities are the same as in Fig. 2 in the main text, and hydrogen atoms have been 
removed for clarity. 
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Figure S6. Structure of 1 from two different viewpoints with selected interatomic distances 
and bond angles identified. Same color scheme as in Fig. 7 of the main text, and hydrogen 
atoms have been removed for clarity. 
 

 
Figure S7. Structure of 1red from two different viewpoints with selected interatomic 
distances and bond angles identified. Same color scheme as in Fig. 7 of the main text, 
and hydrogen atoms have been removed for clarity. 
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Figure S8. Energies and orbitals from DFT for the doubly-occupied nonbonding d-orbitals 
in I-3n-pr (blue lines and text) and (I-3n-pr)red (red lines and text). Natural-bonding-orbital 
surfaces are shown with an isovalue of 0.03 electrons/Bohr3, overlaying optimized 
molecular structures with hydrogen atoms removed for clarity. DE values for each species 
are calculated as the difference in energy between the highest- and lowest-energy 
nonbonding d-orbitals. An increase in DE upon reduction indicates greater ligand field 
splitting.  
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Figure S9. Energies and orbitals from DFT for the doubly-occupied nonbonding d-orbitals 
in I-3i-pr (blue lines and text) and (I-3i-pr)red (red lines and text). Natural-bonding-orbital 
surfaces are shown with an isovalue of 0.03 electrons/Bohr3, overlaying optimized 
molecular structures with hydrogen atoms removed for clarity. DE values for each species 
are calculated as the difference in energy between the highest- and lowest-energy 
nonbonding d-orbitals. An increase in DE upon reduction indicates greater ligand field 
splitting.  
 
 

 
Figure S10. Energies and orbitals from DFT for the doubly-occupied nonbonding d-
orbitals in I-5n-pr (blue lines and text) and (I-5n-pr)red (red lines and text). Natural-bonding-
orbital surfaces are shown with an isovalue of 0.03 electrons/Bohr3, overlaying optimized 
molecular structures with hydrogen atoms removed for clarity. DE values for each species 
are calculated as the difference in energy between the highest- and lowest-energy 
nonbonding d-orbitals. An increase in DE upon reduction indicates greater ligand field 
splitting.  
 
Remnant b-agostic interaction in I-3i-pr. An interesting characteristic of the four I-2 
species is the b-agostic interaction between the Ni atom and a b-hydrogen atom on the 
propyl ligand. The four I-2 species are shown in Fig. S11, and the interatomic distances 
between the Ni and H atoms involved in the b-agostic interaction are given in black, while 
the distances between the H atom and the propyl C atom to which it is bound are given 
in blue. When a second ethylene molecule is added to I-2 to form I-3, this b-agostic 
interaction is disrupted, marked by an increase in interatomic Ni—H distance, as shown 
in Fig. S13 for the four I-3 species. In three of these species, the b-agostic interaction is 
fully disrupted, as marked by Ni—H distances well above 2 Å, while in the fourth, I-3i-pr, 
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some semblance of the interaction remains, with an Ni—H distance of 1.84 Å. This 
remnant b-agostic interaction in I-3i-pr manifests in a different charge distribution around 
the Ni atom compared to the other three I-3 species. Namely, the charge on the Ni atom 
is lower (+0.319 |e|) in I-3i-pr than in the other three species, while the charge on the propyl 
group is higher (+0.192 |e|). In fact, in the other three I-3 species, the charge on the propyl 
group is negative. Charges of the Ni and H atoms implicated in the b-agostic interaction, 
as well as the net charge of the propyl group, as determined through natural bond order 
analysis,32 are given in Table S4 for I-2 species and Table S6 for I-3 species. This 
difference in charge, i.e., a lower Ni charge and a higher propyl group charge implies that 
the remnant b-agostic interaction serves as a conduit of charge transfer from the Ni atom 
to the propyl group, with the result of making the Ni atom less electrophilic in I-3i-pr. As a 
direct consequence of this decreased electrophilicity, ethylene binding is weakened, 
resulting in a less stable I-3i-pr product relative to the I-2i-pr precursory intermediate when 
compared to I-3n-pr relative to I-2n-pr. No such difference in b-agostic interaction is seen at 
the transition state (Fig. S12 and Table S5). 

 
Figure S11. DFT-optimized structures of I-2i-pr, (I-2i-pr)red, I-2n-pr, and (I-2n-pr)red, with 
selected Ni—H interatomic distances labeled in black and C—H distances labeled in blue, 
in Angstroms, to emphasize the b-agostic interaction. Same atom color scheme as in Fig. 
7 of main body of text. 
 
Table S4. Atomic charges from natural bond order analysis for the Ni and H atoms 
indicated by interatomic distances in Fig. S11 as well as the net charge of the propyl 
fragment. 

Charge (|e|) I-2i-pr (I-2i-pr)red I-2n-pr (I-2n-pr)red 
Ni +0.495 +0.435 +0.480 +0.439 
H +0.185 +0.186 +0.170 +0.171 

propyl +0.101 +0.010 +0.082 -0.013 
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Figure S12. DFT-optimized structures of TS-2i-pr, (TS-2i-pr)red, TS-2n-pr, and (TS-2n-pr)red, 
with selected Ni—H interatomic distances labeled in black and C—H distances labeled in 
blue, in Angstroms, to emphasize the b-agostic interaction which remains from precursor 
I-2 species. Same atom color scheme as in Fig. 7 of main body of text. 
 
 
Table S5. Atomic charges from natural bond order analysis for the Ni and H atoms 
indicated by interatomic distances in Fig. S12 as well as the net charge of the propyl 
fragment 

Atomic Charge (|e|) TS-2i-pr (TS-2i-pr)red TS-2n-pr (TS-2n-pr)red 
Ni +0.479 +0.412 +0.495 +0.429 
H +0.189 +0.196 +0.167 +0.172 

propyl +0.099 +0.018 +0.077 -0.007 
 

 
Figure S13.  DFT-optimized structures of I-3i-pr, (I-3i-pr)red, I-3n-pr, and (I-3n-pr)red, with 
selected Ni—H interatomic distances labeled in black and C—H distances labeled in blue, 
in Angstroms, to emphasize the b-agostic interaction which remains from precursor I-2 
species only in I-3i-pr. Same atom color scheme as in Fig. 7 of main body of text.  
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Table S6. Atomic charges from natural bond order analysis for the Ni and H atoms 
indicated by interatomic distances in Fig. S13 as well as the net charge of the propyl 
fragment. 

Atomic Charge (|e|) I-3i-pr (I-3i-pr)red I-3n-pr (I-3n-pr)red 
Ni +0.319 +0.470 +0.509 +0.476 
H +0.213 +0.202 +0.197, +0.191 +0.185, +0.187 

propyl +0.192 -0.089 -0.085 -0.176 
 
Table S7. Differences in Gibbs free energy, along with enthalpic and entropic 
contributions, and electronic energy for ethylene- or hexene-added products in Figs. 8 
and 9. All energies are in kcal/mol and thermodynamic quantities are calculated at a 
temperature of 298.15 K. 

Products DG DH TDS DE 
I-3i-pr - I-3n-pr 0.9 -0.6 -1.5 -0.2 

(I-3i-pr)red - (I-3n-pr)red 5.1 3.2 -1.9 3.3 
     

I-5n-pr - I-3n-pr -0.1 -1.1 -1.0 -1.2 
(I-5n-pr)red - (I-3n-pr)red 1.7 -1.6 -3.3 -1.8 

 
 
 
 
Experimental Methods and Materials 
 
General Methods and Materials.  All reactions were performed under an inert nitrogen 
atmosphere using an MBraun UniLab glovebox or using standard Schlenk techniques, 
unless otherwise noted. All solvents were dried using an Innovative Technologies 
PureSolv Solvent Purification System and degassed via three freeze-pump-thaw cycles. 
Catalyst 1 was prepared according to literature.33 PMAO-IP (2.3 M in toluene) was 
purchased from Akzo Nobel and used as received. CD2Cl2 was dried over activated 
molecular sieves (4Å) and degassed by three freeze-pump-thaw cycles prior to use. All 
other reagents were purchased from commercial vendors and used without further 
purification. Polyethylene 1H spectra were recorded at 20 °C on a Varian 500 MHz NMR 
in CDCl3 or on a Bruker 400 MHz NMR in C2D2Cl4. Evans Method experiments were 
performed according to literature procedures.34 UV-Vis measurements were obtained 
using an Ocean Optics USB4000-UV-Vis spectrophotometer. EPR measurements were 
obtained on a Bruker EMX (X-band) EPR spectrometer. 
 
General ethylene polymerization conditions. To a Fisher-Porter bottle was added 
catalyst 1 (10 µmol) dissolved in dichloromethane (2 mL), toluene (50 mL), and a 
magnetic stir bar. The bottle was sealed and placed in an oil bath at the desired 
temperature. The vessel was pressurized with ethylene (75 psi) and allowed to equilibrate 
under constant pressure for 10 minutes with stirring. The appropriate amount of 
trimethylaluminum (TMA) solution (1.0 M in toluene) or PMAO-IP (2.3 M in toluene) was 
injected to initiate polymerization and was stirred continuously for the desired time. The 
polymerization was quenched via the addition of MeOH (10 mL), and the polymer was 
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precipitated by adding excess acidic MeOH (5% HCl in MeOH), and dried in a vacuum 
oven to constant weight. Polymerizations using reductant were performed using the same 
conditions, except cobaltocene (10 µmol, 1 equiv.) was added to the DCM solution that 
catalyst 1 was dissolved in. 
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NMR Spectra 

 

Figure S14. Representative 1H NMR of polyethylene produced using catalyst 1 + 200 eq. 
TMA.  
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Figure S15. Representative 1H NMR of polyethylene produced using catalyst 1 + 500 eq. 
PMAO-IP.  
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Figure S16. Representative 1H NMR of polyethylene produced using catalyst 1 + 1 eq. 
cobaltocene + 500 eq. PMAO-IP. 
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Figure S17. Representative 1H NMR of polyethylene produced using catalyst 1 + 200 eq. 
TMA + 500 eq. MAO. 
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Figure S18. Representative 1H NMR of polyethylene produced using catalyst 1 + 1 eq. 
cobaltocene, 200 eq. TMA, and 500 eq. TMA.  
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