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## Estimation of linear function coefficients by least-squares regression

Eqn (S1) represents the linear relationship between the instrument response for an individual measurement, $y_{i}$, and its respective analyte concentration, $x_{i}$.

$$
\begin{equation*}
y_{i}=\beta_{0}+\beta_{1} x_{i}+\varepsilon_{i} \tag{S1}
\end{equation*}
$$

where $\beta_{0}$ and $\beta_{1}$, are the $y$-intercept and slope of the calibration curve, and $\varepsilon_{i}$ represents the difference (also known as residual) between an individual experimental value, $y_{i}$, and the expected instrument response, $\hat{y}$, according to the linear regression equation.

In least-squares regression, one seeks to minimize the difference between each experimental point and its corresponding expected value. The residual can be positive or negative, i.e. the experimental value can be larger or smaller than the expected one. Therefore, it is more convenient to minimize the square of the residual, $\varepsilon_{i}{ }^{2}$. Hence, the "best" regression line will be the one for which the sum of the squares of the residuals, $S$, is closest to zero $\left(i . e . S=\sum \varepsilon_{i}{ }^{2} \rightarrow 0\right) .{ }^{\mathrm{S} 1}$

The values for $\beta_{0}$ and $\beta_{1}$ are unknown. Even more difficult to determine is $\varepsilon_{i}$, as it varies with each measurement. ${ }^{\mathrm{S} 1, \mathrm{~S} 2}$ However, estimates of slope ( $m$ ) and intercept $(b)$ can be obtained following the deduction presented below.

$$
\begin{equation*}
\varepsilon_{i}=y_{i}-\beta_{0}-\beta_{1} x_{i} \tag{S2}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{i}^{n} \varepsilon_{i}=\sum_{i}^{n}\left(y_{i}-\beta_{0}-\beta_{1} x_{i}\right)  \tag{S3}\\
& S=\sum_{i}^{n} \varepsilon_{i}^{2}=\sum_{i}^{n}\left(y_{i}-\beta_{0}-\beta_{1} x_{i}\right)^{2} \tag{S4}
\end{align*}
$$

To minimize the differences between each $\left(y_{i}, \hat{y}\right)$ pair, we need to minimize the sum of the squares of the residuals $(S)$. If we take the partial derivative of eqn (S4) in function of $\beta_{0}$ and $\beta_{l}$, and make it equal to zero, we can estimate the values of $b$ (estimate of $\beta_{0}$ ) and $m$ (estimate of $\beta_{1}$ ) that will lead to the lowest $S$. For estimating $b$ :

$$
\begin{equation*}
\frac{\partial S}{\partial \beta_{0}}=-2 \sum_{i}^{n}\left(y_{i}-n \beta_{0}-\beta_{1} x_{i}\right)=0 \tag{S5}
\end{equation*}
$$

We can then replace $\beta_{0}$ and $\beta_{1}$ with $b$ and $m$, and divide both sides of eqn (S5) by the total number of measurements, $n$.

$$
\begin{gather*}
\frac{\sum_{i}^{n} y_{i}}{n}-\frac{b}{n}-\frac{m \sum_{i}^{n} x_{i}}{n}=\frac{0}{n}  \tag{S6}\\
\sum_{i}^{\sum_{i}^{n} y_{i}}=\bar{y} \text { and } \frac{\sum_{i}^{n} x_{i}}{n}=\bar{x} \\
\text {, eqn (S6) becomes: } \\
\bar{y}-b-m \bar{x}=0  \tag{S7}\\
b=\bar{y}-m \bar{x}
\end{gather*}
$$

where $\bar{x}$ and $\bar{y}$ are the average values for analyte concentration and instrument response.

The same way, to estimate $m$ :

$$
\begin{align*}
& \frac{\partial S}{\partial \beta_{1}}=-2 \sum_{i}^{n} x_{i}\left(y_{i}-\beta_{0}-\beta_{1} x_{i}\right)=0  \tag{S8}\\
& \sum_{i}^{n} x_{i} y_{i}-b \sum_{i}^{n} x_{i}-m \sum_{i}^{n} x_{i}^{2}=0 \tag{S9}
\end{align*}
$$

Substituting eqn (S7) in eqn (S9):

$$
\begin{align*}
& \sum_{i}^{n} x_{i} y_{i}-(y-m \bar{x}) \sum_{i}^{n} x_{i}-m \sum_{i}^{n} x_{i}^{2}=0 \\
& \sum_{i}^{n} x_{i} y_{i}-\bar{y} \sum_{i}^{n} x_{i}+m \bar{x} \sum_{i}^{n} x_{i}-m \sum_{i}^{n} x_{i}^{2}=0 \\
& \sum_{i}^{n} x_{i} y_{i}-\bar{y} \sum_{i}^{n} x_{i}-m\left(-\bar{x} \sum_{i}^{n} x_{i}+\sum_{i}^{n} x_{i}^{2}\right)=0 \\
& \sum_{i}^{n} x_{i} y_{i}-\bar{y} \sum_{i}^{n} x_{i}=m\left(-\bar{x} \sum_{i}^{n} x_{i}+\sum_{i}^{n} x_{i}^{2}\right) \tag{S10}
\end{align*}
$$

Because $\sum_{i}^{n} x_{i}=\bar{x}$, eqn (S10) becomes:

$$
\begin{align*}
& \sum_{i}^{n} x_{i} y_{i}-n \bar{x} \bar{y}=m\left(\sum_{i}^{n} x_{i}^{2}-n \bar{x} \bar{x}\right) \\
& \sum_{i}^{n} x_{i} y_{i}-n \bar{x} \bar{y}=m\left(\sum_{i}^{n} x_{i}^{2}-n \bar{x}^{2}\right) \tag{S11}
\end{align*}
$$

Now, we just need to prove eqns (S12) and (S13), and use them to simplify eqn (S11).

$$
\begin{equation*}
\sum_{i}^{n}\left(x_{i}-\bar{x}\right)^{2}=\sum_{i}^{n} x_{i}^{2}-n \bar{x}^{2} \tag{S12}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\sum_{i}^{n} x_{i} y_{i}-n \bar{x} \bar{y} \tag{S13}
\end{equation*}
$$

## Proof of eqn (S12)

$$
\begin{aligned}
& \sum_{i}^{n}\left(x_{i}-\bar{x}\right)^{2}=\sum_{i}^{n} x_{i}^{2}-2 \bar{x} \sum_{i}^{n} x_{i}+n \bar{x}^{2} \\
& \qquad \sum_{i}^{n} x_{i} \\
& \text { Remember that }=\bar{x}, \text { therefore: }
\end{aligned}
$$

$$
\sum_{i}^{n}\left(x_{i}-\bar{x}\right)^{2}=\sum_{i}^{n} x_{i}^{2}-2 \bar{x} n \bar{x}+n \bar{x}^{2}=\sum_{i}^{n} x_{i}^{2}-2 n \bar{x}^{2}+n \bar{x}^{2}
$$

$$
\sum_{i}^{n}\left(x_{i}-\bar{x}\right)^{2}=\sum_{i}^{n} x_{i}^{2}-n \bar{x}^{2}
$$

## Proof of eqn (S13)

$\sum_{i}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\sum_{i}^{n} x_{i} y_{i}-\bar{y} \sum_{i}^{n} x_{i}-\bar{x} \sum_{i}^{n} y_{i}+n \bar{x} \bar{y}$
Again, $\frac{\sum_{i}^{n} x_{i}}{n}=\bar{x}$ and $\frac{\sum_{i}^{n} y_{i}}{n}=\bar{y}$, therefore:
$\sum_{i}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\sum_{i}^{n} x_{i} y_{i}-\bar{y} n \bar{x}-n \bar{x} \bar{y}+n \bar{x} \bar{y}$
$\sum_{i}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\sum_{i}^{n} x_{i} y_{i}-n \bar{x} \bar{y}$

Finally, from eqns (S11), (S12) and (S13):

$$
\begin{align*}
& m=\frac{\sum_{i}^{n} x_{i} y_{i}-n \bar{x} \bar{y}}{\left(\sum_{i}^{n} x_{i}^{2}-n \bar{x}^{2}\right)} \\
& m=\frac{\sum_{i}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sum_{i}^{n}\left(x_{i}-\bar{x}\right)^{2}} \tag{S14}
\end{align*}
$$
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