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I. Density-functional theory simulations

A. Computational details

DFT calculations were performed with the Vienna Ab initio Simulation Package (VASP)

[1] using the projector-augmented wave (PAW) method [2]. The computational unit cell

contains 8 metal (Zn or Cu) ions and thus 216 atoms in total. We used the PBE [3] exchange-

correlation functional combined with the DFT-D3 dispersion scheme using Becke-Johnson

damping [4, 5]. Recently we showed that PBE+D3(BJ)ATM resulted in the best agreement

for an energy profile as a function of volume with high-level methods for a flexible MOF.

[6] Therefore, we also added three-body Axilrod-Teller-Muto (ATM) contributions [7, 8]

(D3(BJ)ATM) a posteriori to the energy with the DFT-D3 program [9] as they have not

yet been implemented in VASP. This is justified by the typically small corrections to the

geometry [6, 10]. We employed the recommended GW PBE PAW potentials for all elements

and functionals (v5.4). For the Zn and Cu atoms, 3s, 3p, 3d and 4s electrons were explicitly

included. For the C and O atoms the 2s and 2p electrons were considered as valence electrons.

For the H atoms, the 1s electron was treated as a valence electron. All DFT calculations were

performed with a plane-wave kinetic-energy cutoff of 600 eV and using Gaussian smearing

with a smearing width of 0.05 eV. Projection operators were evaluated in reciprocal space.

A 2×2×2 Monkhorst-Pack k-grid was used for the volumes in the open-pore and large-pore

states. A denser grid was used for lower volumes (2×2×5). The real-space FFT grid was

able to describe wavevectors up to two times the maximum wavevector present in the basis

set. An augmentation grid that is twice as large was used to avoid wrap-around errors

in order to obtain accurate forces. The electronic (ionic) convergence criterion was set to

10−8 (10−7) eV. The energy profile as a function of volume was constructed by fixed-volume

relaxations in which the positions and cell shape were optimized [11]. We also calculated

the dynamical matrix using 0.01 Å displacements for all atomic coordinates for the stable

open-pore phase of DMOF-1(Zn).
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FIG. 1. A local energy profile (PBE+D3(BJ)ATM) as a function of the volume for DMOF-1(Zn)

and DMOF-1(Cu) fitted to a Rose-Vinet equation of state. [11, 12]

B. Local energy profile as a function of the volume

We constructed for DMOF-1(Zn) and DMOF-1(Cu) (in its preferred magnetic configura-

tion, see further) a local energy profile as a function of volume [11] to obtain the equilibrium

volume and bulk modulus. We did this by fitting the DFT data to the Rose-Vinet equation

of state. [12] As the structure changes from a tetragonal to an orthorhombic lattice system,

we only included data points in our fit belonging to the tetragonal structure at the equilib-

rium volume. The data points and fit are shown in Fig. 3. The resulting fit parameters are

tabulated in Table 1 (main article).
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TABLE I. The resulting coupling constants for the magnetic interactions in DMOF-1(Cu) along

the dabco linker Jdabco, the bdc linker Jbdc and in the paddle wheel Jpw. They were obtained by

fitting them with a least-squares approach.

Jbdc [meV] Jdabco [meV] Jpw [meV]

0.5 0.5 -133.6

C. Magnetic configurations of DMOF-1(Cu)

Following a similar approach as Vanpoucke et al., [13] we describe magnetism by the

coupling of local spins at distinguishable magnetic centers through the Heisenberg-Dirac-

Van Vleck Hamiltonian Ĥ [14–16]:

Ĥ = −
∑
i,j

JijSi · Sj. (1)

The neighboring spins are coupled with a coupling constant Jij. ~Si is the spin operator

applied on magnetic center i and projected along the z-direction. In other words, we map

the DFT energies on a 1D Ising model. We take three coupling interactions into account:

the coupling along the dabco linker between two copper metal centers Jdabco, the coupling

along the bdc linker between two copper metal centers Jbdc and the coupling between two

copper centers in the paddle wheel Jpw. Our computational unit cell contains four copper

paddle wheels, and thus eight copper centers with one unpaired electron. We use a spin 1/2

based on the presence of this one unpaired electron.

We consider different spin configurations (see Fig. 2) that have different eigenvalues E

for the Hamiltonian, and use a least-squares approach to fit the unknown coupling constants

in this overdetermined system of six equations (one for each spin configuration). A negative

value indicates a ferromagnetic coupling, while a negative value signifies an antiferromagnetic

coupling. Table I presents the results. We thus find that along the organic bdc and dabco

ligands there is a negligible ferromagnetic coupling, while in the groundstate the copper ions

in the paddle wheel interact antiferromagnetically. These findings are in agreement with

experimental measurements. [17]

The above discussion was performed on the basis of comparing energies between optimized
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FIG. 2. The six spin configurations that were used to model the magnetism in DMOF-1(Cu)

together with the atomistic structure of DMOF-1(Cu).

structures at fixed volumes. We also constructed a local energy profile as a function of the

volume for all different magnetic configurations. As shown in Fig. 3, the minimum and

the curvature are not really affected by the type of magnetic interactions. Therefore, we

don’t observe a lot of spread in the equation-of-state parameters for the different magnetic

configurations. The magnetic interactions are local, i.e., limited to the paddle wheel, and

this is reflected as a constant shift of the energy profiles without a strong volume dependence.

D. Closed pore state of DMOF-1(Cu)

Fig. 4 displays a molecular representation of the one-dimensional channel of the cp state

of DMOF-1(Cu) obtained at the PBE+D3(BJ) level of theory.
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FIG. 3. A local energy profile as a function of the volume for the different magnetic configurations

of DMOF-1(Cu). The definition of the magnetic configurations is given in Fig. 2.

FIG. 4. Molecular representation of the cp state of DMOF-1(Cu) obtained at the PBE+D3(BJ)

level of theory.
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II. Force field simulations

A. Force field derivation

The first-principles force fields used to model our systems are derived using QuickFF [18,

19], a software package developed by some of the present authors. Within this protocol, the

quantum mechanical potential energy surface (PES) is approximated by a sum of analytical

functions of the nuclear coordinates that describe the covalent (cov) and noncovalent (non-

cov) interactions. The latter is composed of electrostatic and van der Waals interactions.

V FF = Vbond + Vbend + Voopd + Vtorsion + Vcross︸ ︷︷ ︸
Vcov

+Vei + VvdW . (2)

1. First-principles periodic data

Just as in our previous work on MOFs[19, 20], we use periodic models to generate the

required first-principles input data. As described above, we used the dynamical matrix

calculated on the open-pore phase of DMOF-1(Zn).

2. Covalent interactions

The covalent interactions – which mimic the chemical bonds between the atoms – are

approximated by different terms as a function of the internal coordinates (bonds, bends, out-

of-plane distances, and dihedrals). The unknown force field parameters are fitted following

the most recent QuickFF procedure. [18, 19] The harmonic bond and bend terms are given

by:

V ij
bond =

Kij

2
(rij − r0,ij)2 , (3)

V ijk
bend =

Kijk

2
(θijk − θ0,ijk)2 . (4)

For methane, only harmonic bonds and bends were used. We also add cross terms between

the bonds and bends to improve the correspondence with the first-principles data. [19] The

included cross terms are:

• angle stretch-stretch terms (ASS) between neigboring bonds, i.e. part of the same

angle
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• angle stretch-angle terms (ASA).

The mathematical expression of these terms is given by

V ijk
ASS = KASS

ijk (rij − r0,ij) (rjk − r0,jk) (5)

V ijk
ASA =

[
KASA1
ijk (rij − r0,ij) +KASA2

ijk (rjk − r0,jk)
]

(θijk − θ0,ijk) . (6)

The out-of-plane distances are described using a harmonic potential:

V ijkl
oopd =

Kijkl

2
(dijkl − d0,ijkl)2 . (7)

This is a four-atom interaction, in which the internal coordinate is the distance between

the central atom and the plane determined by its three neighbors. The fourth covalent term

is the dihedral energy term. Here, a cosine term is used as a function of the dihedral angle,

including the multiplicity mφ of the dihedral angle:

V ijkl
torsion =

Kijkl

2
[1− cos(mφ(φijkl − φ0,ijkl))] . (8)

The unknown parameters in all terms (force constants, rest values, and multiplicities) in the

covalent energy expression can be estimated directly with QuickFF.

3. Electrostatic interactions

The electrostatic interactions are modeled by a Coulomb interaction between Gaussian

charge distributions, [21] which allow to include all pairwise interactions. The atomic charges

qi are derived with the Minimal Basis Iterative Stockholder (MBIS) partitioning scheme [22].

Vei =
1

2

∑
i,j=1
(i 6=j)

qiqj
4πε0rij

erf

(
rij
dij

)
(9)

Gaussian charge distributions are used with a total charge qi and radius di, centered on

atom i. The mixed radius of the Gaussian charges, [21] dij, is given by
√
d2i + d2j . The

interaction depends on the distance rij between the two atoms.

4. Van der Waals interactions

The van der Waals interactions are described by the MM3-Buckingham model [23, 24]

up to a finite cutoff (12 Å) and are supplemented with tail corrections. [25]
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FIG. 5. Definition of the atom types used in the DMOF-1(Zn) force field.

VvdW = εij

[
1.84 · 105 exp

(
−12

r

σij

)
− 2.25

(σij
r

)6]
(10)

The two parameters σij and εij are the equilibrium distance and the well depth of the

potential. These parameters are typically determined with empirical mixing rules for the

interaction between atom i and atom j:

σij = σi + σj and εij =
√
εiεj (11)

and these parameters were taken from the MM3 force field for every atom and are tab-

ulated in Ref. 24. In MM3, the 1-2 and 1-3 interactions are discarded to avoid a strong

overestimation of the repulsion terms.

5. Force field parameters

The force field parameters are listed in Tables II, III, IV and V. Figure 5 displays the

definition of the atom types used in the DMOF-1(Zn) force field.
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TABLE II. Parameters of the covalent bond and bend contributions to the DMOF-1(Zn) force

field.

bonds Kij [kJ/(mol·Å2)] r0,ij [Å]

Oca – Zn 568 2.076

Cca – Oca 5301 1.278

Cca – Cpc 2545 1.498

Cph – Hph 3216 1.092

Cpc – Cph 3793 1.396

Cda – Hda 3023 1.097

Cda – Cda 2290 1.543

Cph – Cph 4020 1.391

N – Zn 750 2.055

Cda – N 2519 1.479

bends Kijk [kJ/(mol·rad2)] θ0,ijk [deg]

Cda – N – Cda 764 108.7

Oca – Cca – Oca 683 124.8

N – Zn – Oca 88 105.5

Hda – Cda – N 430 106.7

Hda – Cda – Hda 296 108.0

Cph – Cph – Hph 247 121.8

Cda – Cda – Hda 300 111.7

Cpc – Cca – Oca 623 117.7

Cca – Oca – Zn 102 122.2

Cca – Cpc – Cph 379 119.4

Cda – N – Zn 72 102.7

Cph – Cpc – Cph 509 120.0

Cpc – Cph – Hph 262 117.1

Cpc – Cph – Cph 556 120.2

Cda – Cda – N 680 109.8
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TABLE III. Parameters of the covalent dihedral and out-of-plane-distance contributions to the

DMOF-1(Zn) force field.

dihedrals Kijkl [kJ/mol] φ0,ijkl [deg] mφ

Cph – Cpc – Cph – Cph 29.5 0 2

Cpc – Cph – Cph – Hph 32.7 0 2

Cca – Cpc – Cph – Cph 43.4 0 2

Cph – Cpc – Cph – Hph 26.7 0 2

Hph – Cph – Cph – Hph 18.1 0 2

Cpc – Cca – Oca – Zn 15.8 0 2

Oca – Cca – Oca – Zn 9.0 0 2

Cpc – Cph – Cph – Cpc 35.1 0 2

Cph – Cpc – Cca – Oca 11.2 0 2

Cca – Cpc – Cph – Hph 22.0 0 2

N – Cda – Cda – N 10.7 0 3

Cda – N – Cda – Hda 1.5 60 3

Cda – Cda – N – Cda 3.2 60 3

Hda – Cda – N – Zn 4.7 60 3

Cda – Cda – N – Zn 39.4 60 3

out-of-plane-distances Kijkl [kJ/(mol·Å2)] d0,ijkl [Å]

Cca – Cph – Cph – Cpc 101 0.0

Cpc – Oca – Oca – Cca 1278 0.0

Cpc – Cph – Hph – Cph 111 0.0
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TABLE IV. Parameters of the covalent cross term contributions to the DMOF-1(Zn) force field.

dihedrals KASS
ijk KASA1

ijk KASA2
ijk r0,ij r0,jk θ0,ijk

[kJ/(mol·Å2)] [kJ/(mol·rad)] [kJ/(mol·rad)] [Å] [Å] [deg]

Cca – Oca – Zn 217 18 22 1.278 2.057 123.8

Oca – Zn – Oca 82 41 41 2.057 2.057 113.4

Oca – Zn – Zn -27 -47 -21 2.057 2.960 81.6

N – Zn – Zn -20 0 0 2.067 2.067 180.0

Oca – Cca – Oca 761 410 410 1.278 1.278 125

Cpc – Cca – Oca 374 172 434 1.496 1.278 117.8

Cca – Cpc – Cph 311 139 78 1.496 1.398 120.1

Cph – Cpc – Cph 549 21 21 1.398 1.398 119.3

Cpc – Cph – Hph 55 71 149 1.398 1.091 117.4

Cph – Cph – Hph 47 83 113 1.391 1.091 121.7

Cpc – Cph – Cph 511 52 85 1.398 1.391 120.4

Hda – Cda – Hda 22 84 84 1.097 1.097 108.5

Cda – Cda – Hda 28 123 77 1.546 1.097 112.1

Hda – Cda – N 61 76 174 1.097 1.483 106.7

Cda – Cda – N 179 181 277 1.546 1.483 110.0

Cda – N – Zn 156 23 50 1.483 2.067 110.0

Cda – N – Cda 183 239 239 1.483 1.483 108.6
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TABLE V. Parameters of the noncovalent contributions to DMOF-1(Zn) force field.

Atom type qi [e] di [Å] ε [kcal/mol] σ [Å]

Zn 0.985 2.073 0.276 2.290

Hph 0.135 0.731 0.020 1.620

Cca 0.749 1.165 0.056 1.940

N -0.308 1.104 0.043 1.930

Cpc -0.117 1.165 0.056 1.940

Hda 0.134 0.731 0.020 1.620

Cda -0.104 1.165 0.027 2.040

Oca -0.631 1.133 0.059 1.820

Cph -0.113 1.165 0.056 1.960
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FIG. 6. A comparison between the DFT and force field energy profile as a function of the volume

at 0 K of DMOF-1(Zn).

B. Validation

Previously, similar QuickFF force fields have been successfully applied to a wide range

of MOFs for various properties such as lattice parameters, bulk moduli, elastic constants,

and free energy profiles. [20, 26, 27] To validate the force field in this work, we compared

the first-principles results with those obtained by the new force field. In this subsection,

we investigate if the force field is able to at least qualitatively reproduce the 0 K DFT

results. Therefore, we constructed an energy profile E(V ) as a function of the volume at 0

K to directly compare with our DFT profile. To this end, we start by optimizing the DFT

structures with our new force field using the fixed volume optimizer as implemented in ASE.

[28] The results are shown in Fig. 6.

It is clear that the force field displays a good agreement around the DFT minimum in the
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FIG. 7. A comparison between the DFT and force field pressure profile as a function of the volume

at 0 K of DMOF-1(Zn).

open-pore state (to which it was fitted). At volumes below 1800 Å3, the difference becomes

larger. At even lower volumes, i.e., in the closed-pore phase, the DFT simulations predict

a very stable minimum in contrast to the force field. The force field is not able to precisely

reproduce this dense structure, as it is subject to strong local deformations in the N-Zn–Zn-

N coordination environment [29], which are not captured in the force field fitting procedure.

Moreover, no many-body dispersion interactions are included in the force field in contrast to

the DFT simulations. Nevertheless, it is clear that the force field also predicts a contraction

towards a dense state above a transition pressure. Therefore, Fig. 7 shows that the pressure

profile P (V ) as function of the volume displays the same qualitative behavior. Hence, this

force field was used to assess the influence of temperature on the pressure-induced breathing

transition. Furthermore, Figs. 8 and 9 illustrate that the force field optimized structures

resemble the DFT structures.
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FIG. 8. A comparison between the static DFT optimized and force field lattice constants for

different volumes of DMOF-1(Zn).
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FIG. 9. A comparison between the static DFT optimized and force field lattice angles for different

volumes of DMOF-1(Zn).
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C. Molecular dynamics (MD) simulations

The DMOF-1(Zn) force field was used to perform MD simulations in the (N, V,σa=0, T )

and (N,P,σa=0, T ) ensembles. [30] Simulations were carried out for different volumes at

a temperature of 150 K, 300 K and 450 K. We constructed the pressure profile P (V ) and

Helmholtz free energy profile F (V ) as a function of the volume for these temperatures, and

these results are taken up in the main manuscript. More details on the simulation protocol

to construct these profiles can be found elsewhere. [20, 30] In this section, we illustrate the

effect of temperature on the XRD patterns and hint towards reduced symmetry using radial

distribution functions.

1. X-ray diffraction patterns

X-ray diffraction (XRD) patterns were calculated with CSD Python API [31]. For the

DFT simulations, we calculated the pattern for the optimized structure at different volumes

(for the different phases, see Fig. 2 in the main manuscript). For the force field MD simula-

tions, we took 100 snapshots from (N, V,σa=0, T ) simulations at different volumes at 300

K and averaged the calculated XRD patterns. In an experimental setup, the XRD patterns

would slightly change as a function of temperature due to thermal expansion behavior. Here,

we only illustrate the effect of the mobility of the atoms at 300 K as compared to a static

optimized structure at 0 K.

In Figure 10, we compare the XRD patterns obtained with both techniques. It is im-

mediately obvious that the mobility of the atoms (at a specific volume) has only a minor

impact on the XRD pattern. The XRD patterns differ at low volumes in the cp phase, but

as shown above, this is the region in which the force field performs not so well. Therefore, to

predict how the XRD patterns will evolve as a function of pressure/volume in an experiment

for DMOF-1, one could limit themselves to optimizing different structures at 0 K.

2. Radial distribution functions

We determined the radial distribution functions (RDFs) [27] of the different atoms in

DMOF-1(Zn) with respect to the center of the zinc paddlewheel cluster at 300 K for three
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FIG. 10. A comparison between the static DFT optimized and force field MD X-ray diffraction

pattern for different volumes of DMOF-1(Zn) (λ=0.4859 Å).

volumes: at 2400 Å3 (tetragonal), at 1800 Å3 (orthorhombic), and at 1270 Å3 (monoclinic)

(Fig. 11). The RDFs in the tetragonal and orthorhombic phases are defined by well-defined

peaks for distances up to about 10 Å. At a volume of 1800 Å3, the new zinc peak at 10 Å is a

direct result of the decreased symmetry when going from the tetragonal to the orthorhombic

phase. When going to the contracted monoclinic phase at 1270 Å3, the peaks are much

more spread out and start to overlap, revealing that the symmetry of this contracted phase

is reduced.
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FIG. 11. Radial distribution functions of the different atoms in DMOF-1(Zn) with respect to the

center of the zinc paddlewheel cluster at 300 K for three volumes: at 2400 Å3 (tetragonal), at 1800

Å3 (orthorhombic), and at 1270 Å3 (monoclinic).
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III. Experiment

After synthesis and activation as described in the main article, the powder X-ray diffrac-

tion pattern of DMOF-1(Zn/Cu) was obtained by Rigaku diffractometer (D/MAX IIIB, 2

kW) using Ni-filtered Cu-Kα1-radiation (40 kV, 30 mA, λ=1.54059 Å) and a graphite crys-

tal monochromator. The particle morphology and crystal size were analyzed by a scanning

electron microscope (SEM, Philips, XL30S FEG). The assessment of the accessible surface

was performed with N2 adsorption-desorption isotherms at -196◦C after dehydration under

vacuum at -150◦C for 12 hours using a Micromeritics Tristar 3020. The specific surface areas

were evaluated using the Brunauer-Emmett-Teller (BET) method and the pore volume was

taken by a single point method at p/p0=0.99. The BET area and pore volume were found

to be very similar for both DMOF-1(Zn) (1660 m2/g and 0.74 cm3/g) and DMOF-1(Cu)

(1460 m2/g and 0.74 cm3/g) samples, consistent with previous findings.[32–34]

The DMOF-1(Cu) and DMOF-1(Zn) samples were evacuated under secondary vacuum

during 8 hours at 150◦C. The sample preparations were performed using a glove box (Ja-

comex P-BOX) under argon atmosphere (H2O < 1 ppm) to avoid the rehydration of the

solid. The structural features of DMOF-1(Cu) and DMOF-1(Zn) were investigated by lab-

oratory X-ray diffraction (XRD) using a PANalytical X’Pert equipped with an X’Celerator

detector and a Si (111) monochromator (Cu-Kα1 wavelength, λ=1.54059 Å with an operat-

ing voltage of 40 kV and a beam current of 40 mA). The samples were evacuated into a 1

mm glass capillary in the glove box and sealed before collecting its X-ray powder diffraction

(PXRD) pattern (Fig. 12 and Fig. 13). These diffraction patterns were successfully indexed

in the tetragonal system with the space group P4/nbm (No. 125). The resulting unit cell pa-

rameters and associated volumes were obtained using a LeBail fit by the Jana2006 software

(Table VI). [35]
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FIG. 12. Laboratory X-ray diffraction pattern (λ=1.54059 Å) indexed in the tetragonal system

with the space group P4/nbm (No. 125). The resulting unit cell parameters (a = b =15.4610(3)

Å and c=9.6215(2) Å) and associated volume (2301.1(1) Å3) were obtained using a LeBail fit

(GoF=4.2. Rp=10.18, wRp=14.82).
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FIG. 13. Laboratory X-ray diffraction pattern (λ=1.54059 Å) indexed in the tetragonal system

with the space group P4/nbm (No. 125). The resulting unit cell parameters (a = b =15.3208(6)

Å and c=9.6522(4) Å) and associated volume (2266.2(1) Å3) were obtained using a LeBail fit

(GoF=3.66, Rp=10.43, wRp=15.53).
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The compression of the two solids was carried out using a Hg-porosimeter Micromeritics

Autopore 9500 (P ≤ 420 MPa) where non-wetting mercury (which cannot penetrate into the

pores) acts as an hydrostatic tranmitting media on the crystallites. Two sets of experiments

were performed for both materials in order to reveal the possible impact of the kinetics: (i)

two consecutive compression-decompression cycles and (ii) two compression-decompression

cycles separated by 48 hours. Irreversible pressure-induced structural contraction was ob-

served for both scenarios at the same pressure and associated volume change that clearly

discard the influence of the kinetics on the structural behavior of the two phases under the

application of mechanical pressure and its release. All the corresponding data are summa-

rized in Table VI and Figure 14.

TABLE VI. Unit cell parameters determined for the pristine DMOF-1(Zn/Cu) from the PXRD

pattern. Transition pressures and associated volume changes, as well as bulk moduli derived from

the mercury intrusion experiments (compression curves).

Solids DMOF-1(Zn) DMOF-1(Cu)

Space group P4/nbm (No. 125)

a (Å) 15.4610(3) 15.3208(6)

c (Å) 9.6215(2) 9.6522(4)

V (Å3) 2301.1(1) 2266.2(1)

B0 (GPa) 16.9 18.8

2 consecutive cycles 2 separated cycles 2 consecutive cycles 2 separated cycles

Pmax (MPa) 51 51 193 193

V (Å3) (contracted) 1194.9 1281.9 1504.6 1487.7

∆V (%) 48.1 44.3 33.6 34.4

Energy work (J/g) 29.9 27.5 78.1 79.9

Number of formula 2

per unit cell Z

Molar mass M (g/mol) 567.52 569.36

Slope of the 7.19×10−5 6.37×10−5

mercury intrusion

curve α (mL/(g·MPa))
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FIG. 14. Mercury intrusion curves for DMOF-1(Zn) (top row) and DMOF-1(Cu) (bottom row) for

two sets of compression-decompression experiments: (i) two consecutive cycles (left) and (ii) two

cycles separated by a time interval of 48 hours (right).

The bulk modulus B0 of DMOF-1(Zn) and DMOF-1(Cu) can be estimated from the

compression curves using the following equation B0 = V0
(
dP
dV

)
, where V0 is the volume of

the pristine phase. The bulk modulus is then related to the slope of the linear domain of the

cumulative volume of intruded mercury as a function of the applied pressure, which is defined

by α =
(
dVHg
dP

)
. In mercury intrusion experiments, the volume VHg is expressed in volume

of intruded mercury per gram of sample. Hence, this volume corresponds to VHg = V0×NA
Z×M .

Table VI summarizes the results of the linear fitting and bulk moduli estimation following

the relation defined by Henke et al.:[36]

B0 =
V0 ×NA

α× Z ×M
. (12)
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FIG. 15. A comparison of the PXRD patterns of DMOF-1(Zn) before and after Hg-compression.

PXRD measurements were also carried out after the mercury intrusion experiment on the

powder collected into the penetrometer using a Jacomex P-BOX glove box (H2O<1 ppm) to

avoid rehydration of the powder of the solids. The data were collected 24 hours after the end

of the compression. The powders were separated from the mercury and transferred into 1

mm diameter glass capillaries and sealed before PXRD collection using a PANalytical X’Pert

equipped with an X’Celerator deterctor and a Si (111) monochromator (Cu-Kα1 wavelength,

λ = 1.54059 Åwith an operating voltage of 40 kV and a beam current of 40 mA). Figures

15 and 16 show the corresponding PXRD patterns, which suggest an amorphisation of the

DMOF-1 solids after compression.
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FIG. 16. A comparison of the PXRD patterns of DMOF-1(Cu) before and after Hg-compression.
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IV. Structures of DMOF-1(Zn) and DMOF-1(Cu)

TABLE VII. Lattice parameters of DMOF-1(Cu) and DMOF-1(Zn).

material method a (Å) b (Å) c (Å) α (◦) β (◦) γ (◦) V (Å3)

DMOF-1(Cu) (this work) PBE+D3(BJ) 15.47 9.72 15.44 90.1 90.0 90.0 2320

DMOF-1(Cu) (this work) XRD (298 K) 15.32 9.65 15.32 90.0 90.0 90.0 2266

DMOF-1(Cu) XRD (298 K) [37] 15.31 9.64 15.31 90.0 90.0 90.0 2259

DMOF-1(Zn) (this work) PBE+D3(BJ) 15.61 9.57 15.59 90.0 90.0 90.0 2328

DMOF-1(Zn) (this work) XRD (298 K) 15.46 9.62 15.46 90.0 90.0 90.0 2301

DMOF-1(Zn) [33] SC XRD (223 K) 15.46 9.61 15.46 90.0 90.0 90.0 2295

DMOF-1(Zn) [38] XRD (298 K) 15.47 9.61 15.47 90.0 90.0 90.0 2301

DMOF-1(Zn) [39] XRD (298 K) 15.46 9.61 15.46 90.0 90.0 90.0 2294

DMOF-1(Zn) [40] FF MD (223 K) 15.5±0.2 9.6±0.1 15.5±0.2

DMOF-1(Zn)·2C6H6 [33] SC XRD (223 K) 17.07 9.67 13.50 90.0 90.0 90.0 2228

DMOF-1(Zn)·3C6H6 [38] XRD (298 K) 16.51 9.71 14.35 90.0 90.0 90.0 2301

DMOF-1(Zn)·3IPA [39] XRD (298 K) 16.11 9.32 12.04 90.0 90.0 90.0 1808

DMOF-1(Zn)·4.5IPA [39] XRD (298 K) 15.39 9.58 15.39 90.0 90.0 90.0 2270
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TABLE VIII. An overview of published DMOF-1 materials and functionalized forms.

material pore angel α (◦) phase V (Å3)

DMOF-1(Cu) [37] 90 op 2259

DMOF-1(Zn) [41] 90 op 2339

DMOF-1(Zn) [39] 90 op 2294

DMOF-1(Zn) + azobenzene [41] 67 lp 2084

DMOF-1(Zn) + distyrylbenzene [42] 75 lp 2157

DMOF-1(Zn) + benzene [33] 77 lp 2228

DMOF-1(Zn) + benzene (100 K) [38] 76 lp 2203

DMOF-1(Zn) + benzene (298 K) [38] 82 lp 2301

DMOF-1(Zn) + dimethylformamide [33] 90 op 2184

DMOF-1(Zn) + dimethylformamide (298 K) [38] 90 op 2184

DMOF-1(Zn) + isopropyl alcohol [39] 74 lp 1808

DMOF-1(Zn) + isopropyl alcohol [43] 90 op 2269

DMOF-1(Co) + dimethylformamide (296 K) [44] 90 op 2217

DMOF-1(Co) + dimethylformamide (296 K, 1.3 GPa) [44] 90 op 2025

DMOF-1(Zn) 1 (2,5-BME-bdc) (as) [45] 80 lp 2284

DMOF-1(Zn) 1 (2,5-BME-bdc) (dry) [45] 60 np 1931

DMOF-1(Zn) 1 (2,5-BME-bdc) (303 K) [46] 60 np 1927

DMOF-1(Zn) 1 (2,5-BME-bdc) (493 K) [46] 90 op 2302

DMOF-1(Zn) 1 (2,5-BME-bdc) (195 K) [47] 59 np 1936

DMOF-1(Zn) 1 (2,5-BME-bdc) (195 K) [47] 80 lp 2333

DMOF-1(Zn) 3 (DE-bdc) (as) [45] 87 lp 2286

DMOF-1(Zn) 3 (DE-bdc) (dry) [45] 55 np 1776

DMOF-1(Zn) 4 (DP-bdc) (as) [45] 82 lp 2293

DMOF-1(Zn) 4 (DP-bdc) (dry) [45] 58 np 1847

DMOF-1(Zn) 5 (DiP-bdc) (as) [45] 90 op 2319

DMOF-1(Zn) 5 (DiP-bdc) (dry) [45] 57 np 1823

DMOF-1(Zn) 6 (DB-bdc) (as) [45] 90 op 2308

DMOF-1(Zn) 6 (DB-bdc) (dry) [45] 61 np 1978

DMOF-1(Zn) 2 (DB-bdc) (303 K) [46] 62 np 1977

DMOF-1(Zn) 2 (DB-bdc) (473 K) [46] 90 op 2295

DMOF-1(Zn) 5 (DB-bdc) (195 K) [47] 61 np 2000

DMOF-1(Zn) 5 (DB-bdc) (195 K) [47] 90 op 2308

DMOF-1(Zn) 8 (BA-bdc) (as) [45] 90 op 2298

DMOF-1(Zn) 8 (BA-bdc) (dry) [45] 55 np 1789

DMOF-1(Zn) 9 (BPy-bdc) (as) [45] 90 op 2302

DMOF-1(Zn) 9 (BPy-bdc) (dry) [45] 50 np 1658

DMOF-1(Cu) (2,5-BME-bdc) (as) [48] 90 op 2264

DMOF-1(Cu) (2,5-BME-bdc) (dry) [48] 63 np 2024

DMOF-1(Cu) (2,5-BME-bdc) (1 bar CO2) [48] 81 lp 2190
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