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Theory

Defining with rn the nuclear coordinates of the QC and x the coordinates of the
atoms providing the (classical) perturbing field we can write the QC (electronic)
Hamiltonian matrix (i.e. the matrix expressing the Hamiltonian operator) as [1,
2, 3, 4]

H̃ = H̃0(rn) + Ṽ (r0,x)
∼= H̃0(rn) + qTV(r0,x)Ĩ + Z̃1(E(r0,x), rn) + ∆V (rn,x)Ĩ (1)

where qT is the QC total charge, V(r0,x) and E(r0,x) are the (perturbing) elec-
tric potential and electric field, as provided by the environment atomic charges,
at a given QC r0 position (typically the mass center), Z̃1(E, rn) is the perturba-

tion energy matrix explicitly given by
[
Z̃1

]
l,l′

= −E · 〈Φ0
l |µ̂|Φ0

l′〉 with µ̂ the dipole

operator, and ∆V (rn,x) approximates all the higher order terms as a short range
potential (note that in the case the quantum center is a subpart of a molecule
∆V may also include an additive constant corresponding to a possible reference
energy shift). The previous equation providing the QC perturbed Hamiltonian
matrix H̃ for a quantum center interacting with a semi-classical atomic-molecular
environment, may be equivalently expressed in the typical operator notation

Ĥ = Ĥ0 + V̂
∼= Ĥ0 + qTV −E · µ̂+ ∆V (2)

with the perturbation operator V̂ physically corresponding to the perturbation
due to the ground state environment atomic-molecular field acting on the QC.
The eigenvectors of H̃, i.e. the eigenstates of Ĥ, can be used to obtain the
perturbed QC electronic properties for each QC perturbed state at each atomic
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configuration as provided by any sampling method, e.g. MD simulations. Note
that we may combine PMM calculations, providing the perturbed electronic en-
ergies and properties, with statistical mechanical derivations in order to obtain
the free energy variation due to QC state transitions [2, 3, 5, 6, 7, 8]. For a charge
transfer reaction, the case of interest in the present paper and previously investi-
gated for simpler systems [9, 10, 11], we may express the free energy change due
to charging the QC as

∆A = −kBT ln
〈
e−β∆U ′

〉
∼= −kBT ln

〈
e−β∆(ε′+qTV)

〉
(3)

where ∆U ′ is the energy variation of the whole system due to QC charging,
∆(ε′+qTV) the corresponding change of QC perturbed ground state energy when
disregarding quantum vibrational energy and short range potential[3], (ε′ is the
ground state eigenvalue of Z̃1) and the average is typically taken in the uncharged
QC ensemble (note that for a charging process no relevant change of the vibra-
tional partition function and atomic short range potential is expected and in
usual MD atomistic force-field no atomic polarization beyond the pair additive
dispersion interaction is considered and hence the environment internal energy
is unchanged for any QC state transition). For a single stranded DNA molecule
made of n bases we may therefore express the free energy change for the l-th base
charging Bl → B±l , l = 1, n via

∆ABl→B±l
= −kBT ln

〈
e
−β∆U ′

Bl→B±
l

〉
Bl

∼= −kBT ln
〈
e
−β∆(ε′+qTV)

Bl→B±
l

〉
Bl

(4)

Computational methods

Quantum mechanical calculations, providing the unperturbed properties of the
Quantum Center (the nucleobase), were performed by means of the Density Func-
tional Theory (DFT), using the B3LYP functional, as implemented in the Gaus-
sian Software package[12]. All the structure were relaxed and, then, the excited
properties needed to run the PMM procedure were calculated by using Time-
Dependent DFT. Although the aim of this work is to address the effects of the
environment (the rest of the single strand and the applied external electric fields)
on the reduction/oxidation free energies, our unperturbed results, i.e. nucle-
obases ionization potentials and electronic affinities, were compared with recent
experimental and theoretical data: the relative order of ionization energies is
consistent with previous experiments (see Crespo-Hernandez[13] and references
therein) and our calculated (unperturbed) electron affinities are in line with the
data reported by Wesolowski et al.[14].

Molecular dynamics simulations were performed by using Gromacs software[15].
Each DNA sequence was thermalized and equilibrated for 10 ns. Then, MD tra-
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Table 1: Nucleobase redox free energies and their fluctuations (within parenthe-
sis) along the 140-mer. To remove border effects, all the data were calculated
considering only the (124) central nucleobases.

Redox Free Energies and fluctuations (kJ/mol)

Adenine
Reduction 969 (68)
Oxidation -175 (40)

Cytosine
Reduction 952 (40)
Oxidation -135 (32)

Guanine
Reduction 826 (67)
Oxidation -248 (35)

Thymine
Reduction 936 (33)
Oxidation -126 (37)

jectories of 100 ns were produced with a time step of 2 fs in the NVT ensemble
and all the bond lengths were kept fixed at their equilibrium distance via LINCS
algorithm[16]. To take into account of the vacuo conditions, the simulations
were performed without cut-off and the atomic charges were slightly modified as
proposed by Rueda et al.[17].

0.1 Additional Sequence

To assure that redox properties of the four nucleobase are constant within a DNA-
strand, we calculated the reduction and oxidation potentials of 140 nucleobases
extracted from the single-stranded M13mp18 DNA molecule (starting from nu-
cleotide 5320). Results shown in Table I indicate that the value of ∆Ared/ox only
depends on the nucleobase type and, hence, the data presented in the main article
might hold for different DNA sequences. It is worth noting that the absolute val-
ues of ∆Ared/ox do depend on the strand length, as longer is the DNA molecule,
larger is the electric field felt by each nucleobase.
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