
Supporting information for: Envisioning an

enzymatic Diels-Alder reaction by in-situ acid-base

catalyzed diene generation

Mats Linder, Adam Johannes Johansson, Bianca Manta, Philip Olsson, and Tore

Brinck∗

Applied Physical Chemistry, KTH Royal Institute of Technology, Teknikringen 30, S-100 44

Stockholm

E-mail: tore@physchem.kth.se

1

Electronic Supplementary Material (ESI) for Chemical Communications
This journal is © The Royal Society of Chemistry 2012



1 Computational details

1.1 Additional references for the quantum chemical calculations.
This section provides additional methodological references for the basis sets and continuum mod-
els employed in the calculations.

• Program: All nonenzymatic optimizations were performed using Gaussian09.1 Optimiza-
tions and large-basis single point calculations on the KSI cluster model (see below) were
performed using Jaguar 7.62 for increased speed.

• Basis sets: Pople style 6-31+G(d) basis set for optimizations and frequency analysis, 6-
311++G(2d,2p) for single point calculations.3

• Solvent model: The SMD-PCM model, as implemented in Gaussian09.4

• Graphics: All molecular graphics was created using USCF Chimera.5

1.2 KSI cluster model
The Pseudomonas testosteroni KSI crystal structure was obtained from the Protein Data Bank,6

entry 1QJG.7 The 137-atom cluster was generated by extracting the catalytically important amino
acids Tyr14, Asp38, Tyr55 and Asp99, as well as neighboring residues constituting the cavity in the
vicinity of the catalytic functionalities. The amino acids were truncated so that only the the atoms
close to the cavity were maintained. This meant that most of the backbone structure was removed.
To conserve the active site structure, the side chain carbons closest to the removed moieties, as
well as the hydrogens replacing the dangling bonds, were held fixed throughout the optimizations.
Figure S1 shows the empty cluster model, with frozen carbons and hydrogens colored magenta.

1.3 Molecular dynamics simulations
As with the cluster calculations, the PBD structure 1QJG was used as a basis for the molecular
dynamics (MD) simulations. Starting structures for the enzyme-ligand complexes were generated
using the GOLD 5.0 docking software.8 We used the AMBER109 suite with the Amber force
field FF0310 and the pmemd reimplementation of the sander engine. Force field parameters for
the non-protein atoms were generated from the general Amber force field (GAFF)11 using the
Anterchamber and Parmchk modules in AmberTools. Partial charges were computed using the
embedded mopac scheme at the AM1-BCC level.12 3 neutralizing Na+ions and a 8 Å solvent shell
(truncated octahedron) of TIP3P13 waters were added using the LEaP program.

Simulations were performed under periodic boundary conditions, using the pmemd module in
Amber, with long-range electrostatics handled by Particle Mesh Ewald (PME) summation.14 Each
system was first minimized in two steps, where the protein was held fixed during the first (1000
iterations) and unconstrained during the second (5000 iterations). In both cases, the minimizations
were done using a steepest decent algorithm during the first half followed by the conjugate gra-
dient method. The systems were then heated to 300 K during 20 ps, with mild restraints on the
protein atoms (10 kcal/mol,Å), followed by 2 ns unconstrained production at 300 K and 1 bar. 2
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Figure S1: Ball-and-stick representation of the 137-atom active site model created from PDB en-
try 1QJG. Frozen atoms are colored magenta. The labels show from which amino acid each residue
originates.

fs time steps were used, and consequently hydrogen movements were constrained by the SHAKE
algorithm.15

Only the last half of each simulation was used for enzyme-ligand binding energy calculations,
to ensure that the system had been sufficiently equilibrated. The ligand binding energies were
calculated using the Linear Interaction Energy approach,16,17 as seen in eq. 1.

∆Gbind = α[〈V vdw
l−s 〉bound−〈V vdw

l−s 〉 f ree]
+β [〈V elec

l−s 〉bound−〈V elec
l−s 〉 f ree]+ γ.

(1)

The ensembles were represented by 300 and 500 snapshots from the enzyme-ligand and free ligand
systems, respectively. α and β were set to 0.18 and 0.43, respectively.17 A solvent accessible
surface area (SASA) correction was chosen as the (otherwise empirical) γ correction.18 We used
the Generalized-Born surface area term from the Amber MMPBSA script, that is γ = ∆Ggb

SA. While
no rigorous fitting has been performed for the augmentation at this point, the good correlation with
experimental values for the KSI substrate 5-Androstene-3,17-dione 5 served as a benchmark.

As noted in the main text, binding of the small molecule 2 was weak and nonspecific. We have
attempted some rational mutagenesis to improve the association of both one and two substrates,
however this work is still in its cradle will be the subject of future work.
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2 pKa estimations
The estimated pKa values in Scheme 1 of the main article were done by an SMD-PCM M06-2X/6-
311++G(2d,2p)//6-31+G(d) evaluation of the reaction

ketone+H2O ⇀↽ enolate + H3O+. (2)

The resulting equilibrium constants were then fitted to the experimental pKa of acetone (20),
acetylacetone (9), cyclopentene-1,3-dione 3 (6)19 and 5-Androstene-3,17-dione 5 (12.7).20 Ta-
ble 1 shows the regression results and following pKa estimations as presented in Scheme 1 of the
main text. Note that the sources for the given experimental pKa values are diverse and of limited
accuracy.

Table S1: pKa regression and estimationa

Compound # Calc. pK (pKa )a ReCalc. pKa
b

Acetone 38.4 (20) 19.1
Acetylacetone 25.3 (9) 6.8
Cyclopenten-1,3-dione 3 26.7 (6) 8.1
5-Androstene-3,17-dione 5 33.3 (12.7) 14.0
Cyclopent-2-enone 2 39.0 19.7
Methylvinylketone 4 38.6 19.3
Anthrone 1 27.4 8.7

a The linear regression was based on the first four entries in the table, for which experimental data were
available. Experimental pKa :s are given in parentheses in the table. b Using the displayed regression

formula, where x is the calculated pK value for eq. 2.

We note that the viable pro-dienes have relatively high pKa values compared to e.g. anthrone.
However, an α,β -unsaturated ketone is required to be able to reprotonate the enolic product and
complete the catalytic cycle. This is not possible in any of the mentioned compounds except 2, 3
and 4. 4 may seem like an ideal choice, but its documented reactivity towards nucleophiles and
tendency to base-catalyzed polymerization19,21–23 made us focus on the less reactive 3.
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3 IRC trajectory and Michael pathway

Figure S2: IRC trajectory for starting from TS-DA of 2+2’·AH. There is a ridge-like region on the
curve where the second bond begins to form (4th depicted point from the left). Note also how the acidic
proton is transfered from the diene to the formate and back again during the reaction.

We have previously seen that activated Diels-Alder reactants can prefer a stepwise pathway
over the classic, concerted one, especially if the TS involves large charge transfers.24The opti-
mized TS geometries were highly asynchronous, although the extent varied with the computational
method (see below). It was therefore interesting to investigate i) the reaction coordinate follow-
ing an optimized TS and ii) the energy profile of a tentative Michael pathway,24 leading to either
the Diels-Alder adduct via a second TS or a Michael adduct via reprotonation of the dienophile
α-carbon.

An intrinsic reaction coordinate (IRC)25 calculation was therefore performed at the MP2/6-
31+G(d) level. We started from the 2+2’·AH TS-DA and obtained the energy profile depicted in
Figure S2. It confirms that at the MP2 level, the reaction is concerted.

Results for the Michael-type pathway of 6+2’·AH is tabulated in the main text, and Figure
S3 gives a graphical depiction as well as the results for the 2+2’·AH system. We were not able
to find M-INT, TS-MDA using the MP2 method. In comparing Figure S2 with Figure 1 in the
main article, one can note that TS-M is much closer to TS-DA for the 2+2’·AH system than when
acrolein is the dienophile. This is possibly due to a larger amount of strain in TS-DA with 2, which
raises the barrier with respect to TS-M.

4 A comment on the choice of quantum chemical methods.
Several studies have recently emerged that show the inadequacy of employing the ubiquitous
B3LYP26 hybrid functional for accurate treatment of dispersion27,28 and π→ σ transformations.29
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Figure S3: Michael type addition (TS-M) of 2’·AH to (a) 2 and 6, followed by the bifurcation from
M-INT into the Michael or Diels-Alder product (P-M or P-DA). The latter reaction proceeds via the
second barrier TS-MDA. SMD-PCM 6-311++G(2p,2d)/6-31+G(d) free energies are given at the SCS-
MP2 level, with M06-2X values in parentheses. Energies in red are relative to the separated keto forms
of the reactants. Note that M-INT and TS-MDA in (a) could not be found at the MP2 level; M06-2X
geometries are shown instead.

Since these components are central in governing pericyclic reactions such as Diels-Alder, we
wanted to use alternative methods in this study. One choice could be Grimme’s DFT-D scheme,27

which however does not specify a given choice of functional. Another problem with functionals
such as B3LYP is that errors increase in size with larger basis sets, mainly due to a reduction in
the cancellation of errors.29–31 Since we have previously employed the M06-2X functional32,33

and SCS-MP230,34,35 method on a related system,24 obtaining good correlation with experimental
data, we decided to use these methods once more.

The M06-2X functional is not yet extensively benchmarked, although the number of studies
employing it is rapidly increasing.36 However, B3LYP is still the abundant choice in geometry
optimizations. This has recently been motivated by a thorough study by Simón and Goodman.37

M06-2X has so far been used for geometry optimizations in only a limited number of cycloaddition
studies.38 In a forthcoming study, we compare B3LYP and M06-2X geometries and conclude that
for species with a large extent of charge separation, the results diverged significantly.39 Due to our
previous results,24 we decided to rely more on the M06-2X geometries in this case, and we follow
the same reasoning for employing M06-2X here.

In the present study we also used MP2 for geometry optimizations of the small systems consid-
ered initially. This allows us to not only compare energies but also geometries between the different
methods. As seen in Figure S4, the differences in TS-DA asynchronicity between B3LYP, M06-2X
and MP2 are quite dramatic. The B3LYP geometries are virtually conjugate addition TSs, while
the MP2 TSs are much more synchronous. The M06-2X geometries place somewhere in between.
The extreme B3LYP TS geometries was a strong reason for discarding the functional in this study.
One could argue that since uncorrected MP2 generally leads to underestimated cycloaddition bar-
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Figure S4: Comparison of the optimized TS-DA geometry of (a) 2’·AH+2 and (b) 2’·AH+6, using
B3LYP (orange), M06-2X (yellow) and MP2 (green). All structures are optimized at the gas-phase
6-31+G(d) level. The asynchroniciy distance is defined as dα −dβ ,40 where the greek letter refer to the
dienophile carbon. For each geometry, ∆G‡ is reported at the SMD-PCM–M062X/6-311++G(2d,2p)
level.

riers,30 the MP2 geometry might be "too" synchronous, but this does of course not warrant that
M06-2X should yield a correct TS geometry. A cross-comparison of the TS free energies at the
SMD-PCM–M06-2X/6-311++(2d,2p) level is included in Figure S4, illustrating that the high-level
energy varies with up to 4 kcal/mol depending on optimization method.

In conclusion, we feel confident that the choice of methods in this study is reasonable, be-
cause i) B3LYP energies overestimate cycloaddition barriers, and ii) B3LYP gave extremely asyn-
chronous TS geometries.

5 Molecular coordinates
.xyz-files of the relevant optimized M06-2X and MP2 geometries of the nonenzymatic reactions
are provided as two separate .zip archives; m062x.zip and mp2.zip. The optimized KSI
cluster geometries are given in the ksi_model.zip archive.
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