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## S1 Methods

We have used the latest revision of the Gaussian09 program ${ }^{1}$ to perform all our computations, applying default thresholds and algorithms, except when noted below. All calculations relied on the M06-2X hybrid exchange-correlation functional, ${ }^{2,3}$ a choice justified by numerous previous benchmarks demonstrating the accuracy of this functional for predicting both vertical and adiabatic transition energies as well as for predicting band shapes. ${ }^{4-7}$ Here, we have applied a recently proposed strategy ${ }^{5}$ which is to determine the geometrical and vibrational parameters with the $6-31 \mathrm{G}(\mathrm{d})$ atomic basis set, whereas the transition energies are corrected with a much more extended atomic basis set, namely $6-311+G(2 d, p)$, so that all energies shown in the main text are corrected for basis set effects. With this approach, both vertical TD estimates and $0-0$ energies (that can be compared to the experimental absorption-fluorescence crossing point $)^{5,8}$ could be obtained, which allows physically-meaningful theory-experiment comparisons.

For each molecule, both the ground and first excited states have been fully optimized using DFT/TD-DFT analytical gradients, and considering both the enol and keto forms of each HBO dye. To achieve numerically stable and accurate values, we have tightened self consistent field ( $10^{-10}$ a.u.) and geometry optimization ( $10^{-5}$ a.u.) convergence thresholds, as well as used a $(99,590)$ pruned integration grid (so-called ultrafine grid). The transition states searches have been performed using quadratic synchronous transit approach (STQN) or Berny algorithms, the latter requiring an input Hessian. It is worth to point out that locating excited-state transition states was rather difficult and often required an initial relaxed scan search followed by transition-state optimization in the optimal domain. The nature of all structures, was confirmed by

[^0]analytical (ground-state) or numerical (excited-state) Hessian calculations that returned 0 (minima) or 1 (transition states) imaginary vibrational modes. In addition, these calculations gave access to free energies, allowing to correct the total energy profiles (see below).

Environmental effects (here dichloromethane) have been accounted for using the well-known PCM model. ${ }^{9}$ While geometry optimizations and Hessian have been performed with the popular linear-response (LR) PCM approach for both ground and excited-states, all excited-state energies have been corrected using the corrected LR scheme (cLR). ${ }^{10,11}$ The cLR scheme allows to correct the cavity polarization by accounting for the change of electron density upon electronic transition. Therefore, it allows not only to compare structures having different changes of dipole moment amplitudes between the ground and excited states but also to estimate emission wavelengths (and hence Stokes shift) with more accuracy. Of course, while we applied the equilibrium PCM limit for optimization and vibrational TD-DFT calculations (slow phenomena), absorption and fluorescence wavelengths are corrected for non-equilibrium effects (fast phenomena).

In views of the two previous paragraphs, it may be useful for explain that the excited-state $G$ energies reported in the body of the text correspond to

$$
\begin{aligned}
G & =G^{\mathrm{LR}-\mathrm{PCM} / 6-31 \mathrm{G}(\mathrm{~d})} \\
& +E^{\mathrm{CLR}-\mathrm{PCM} / 6-311+\mathrm{G}(2 \mathrm{~d}, \mathrm{p})}-E^{\mathrm{LR}-\mathrm{PCM} / 6-31 \mathrm{G}(\mathrm{~d})}
\end{aligned}
$$

Vibrationally resolved spectra have been obtained using the FCclasses program. ${ }^{12-14}$ The reported spectra have been simulated using a convoluting Gaussian functions presenting a half width at half maximum (HWHM) that has been adjusted to allow accurate comparisons with experiments (typical value: 0.08 eV ). A maximal number of 25 overtones for each mode and 20 combination bands on each pair of modes were included in the calculation. The maximum number of integrals to be computed for each class was set to $10^{12}$. The Frank-Condon approximation has been employed as we consider strongly dipole-allowed ES.

For Fig. 3 in the body of the text, we have first computed the $0-0$ energies following a procedure similar to the one of

Ref. 5. Then, we have drawn the absorption curve from that reference points. Next, we have computed the (LR,eq) vibrationnally resolve emission (see above) and move the emission band according to the Stokes shift computed at the more accurate (cLR,neq) approach ( $\Delta_{\mathrm{cLR}-\mathrm{vert}}^{\mathrm{SS}}$ column in Table 2).

## S2 Additional characterzations of the excitedstates



Fig. S-1 Representation of the difference between excited and ground state electronic densities for $\mathbf{1}$ (top) and 2 (bottom) considering the absorption of the enol isomers. The blue (red) regions correspond to decrease (increase) of the total density upon photon absorption. A contour threshold of 0.0008 a.u. was used for both plots.


Fig. S-2 Representation of the PES obtained by relaxed $S_{0}$ and $S_{1}$ scans of the O-H distance. These scans have been performed using the LR-PCM model in its equilibrium limit, using steps of $0.05 \AA$ between 0.80 and $2.05 \AA$.

## S3 Data for the protonated 2

To perform our calculations on the protonated $\mathbf{2}$, we have used HCl as in the experiment, explicitly considering the chlorine anion, so to be realistic and to avoid cavity polarization problems. ${ }^{15}$ The obtained molecule is represented below. The geometrical and energetic data comparable to the one listed in Table 1 of the main text can be found in Table S-1.


Fig. S-3 Sketch of the optimized $\mathbf{2} .(\mathrm{HCl})_{2}$ molecule considering the $S_{0}$ enol form.

Table S-I Relative free energies ( $G$ in eV ) and selected distances ( $\AA$ ) for the protonated structure.

|  | State | Form | $G$ | $d_{\mathrm{OH}}$ | $d_{\mathrm{NH}}$ | $d_{\mathrm{O} \cdots \mathrm{N}}$ |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| $\mathbf{2 . ( H C l})_{2}$ | $S_{0}$ | Enol | 0.00 | 0.990 | 1.791 | 2.664 |
|  |  | TS | 0.33 | 1.397 | 1.140 | 2.424 |
|  |  | Keto | 0.37 | 1.834 | 1.029 | 2.596 |
|  | $S_{1}$ | Enol | 3.41 | 1.025 | 1.620 | 2.552 |
|  |  | TS | 3.35 | 1.184 | 1.304 | 2.408 |
|  |  | Keto | 3.01 | 2.012 | 1.017 | 2.675 |

## S4 Additional UV/Vis Spectra




Fig. S-4 Vibrationally resolved UV/Vis spectra computed for all forms of $\mathbf{1}$ (top) and $\mathbf{2}$ (bottom) computed from the absorption-fluorescence crossing point and an uncorrected Stokes shift. The full (dashed) lines correspond to absorption (fluorescence) respectively. The red (blue) curves correspond to the enol (keto) forms.


Fig. S-5 Emission of the enol and keto forms of $\mathbf{2}$ computed in terms of absolute (non-normalized) intensities.




Fig. S-6 Convoluted emission of $\mathbf{2}$ for three relative enol/keto ratio: $1 / 1 ; 1 / 2$ and $1 / 3$ (from top to bottom).
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