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Abstract

Static dielectric tensors and charge carrier polarization energies of a wide set of

organic molecules of interest for organic electronics application are calculated with two

different approaches: intramolecular charge redistribution and induced dipoles (mi-

crolectrostatics). Our results show that, while charge redistribution is better suited

for calculating the collective response to an external field, both methods reliably de-

scribe the effect of a localized charge carrier in the crystal. Advantages and limitations

inherent to the different methods are discussed, also in relation to previous theoreti-

cal studies. The agreement with available experimental data confers to our results a

predictive character where measurements are missing.

Introduction

Electrostatics and electronic polarization at the molecular scale govern many fundamental

aspects of the functioning of electronic devices based on organic materials. The collec-

tive responses to internal or applied electric fields of (macro)molecular systems, featuring

anisotropic charge distributions and polarizabilities, entail nontrivial implications on the

energy landscape of charge carriers in bulk materials1,2 and at their interfaces (level align-

ment, band bending),3–6 photoionization measurements,2,7,8 molecular doping8,9 or dielectric

screening.10 The polarization energy (PE) of a localized charge carrier, and the dielectric

tensor (DT) are key quantities for the above mentioned properties, and their evaluations

with different theoretical methods is the subject of this work.

The conventional picture of organic solids, seen as collections of weakly interacting units

preserving their molecular identity, suggests the decoupling of electrostatics and polarization

from intermolecular charge transfer, at least to a first approximation.11 Polarization and

electrostatic interactions are in fact 1-2 orders of magnitude stronger than intermolecular

charge transfer couplings (electronic bandwidth), and they act on a faster timescale (fs for

polarization, instantaneous for electrostatics) than charge dynamics (ps timescale), especially
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in disordered materials at room temperature.

In the approximation of zero intermolecular overlap, the ground state of a molecular

solid is determined by classic electrostatic interactions between quantum objects. Neverthe-

less, since the electric field experienced by each molecule depends on the polarized charge

distribution of all the others, self-consistent intermolecular interactions are responsible for

important cooperative effects in molecular solids, i.e. macroscopic responses differing from

the sum of those of the individual molecules.12,13

Several theoretical approaches have been applied to compute DTs and PEs in organics,

differing in the way molecular units and their mutual interactions are described. The simpler

family of methods, referred here as induced dipole or microelectrostatic (ME) schemes, relies

on a classical polarizable points description of electronic polarization, as first proposed by

Mott and Littleton for atomic lattices.14 ME was extended to oligoacene crystals by the

seminal work of Munn15–17 and Silinsh,18,19 who introduced in a simple but sensible way

the information on the molecular structure by distributing the molecular anisotropic po-

larizability on submolecular units and describing the molecular electrostatic potential via

a quadrupole field.11 The same model, hereafter referred to as original ME, was applied

by Verlaak and coworkers to disordered systems, such as grain boundaries in pentacene,20

organic-organic interfaces,3 and to a pentacene crystal hosting a molecular dopant.9 An im-

proved ME scheme, based on a point-charge description of the molecular charge distribution

and anisotropic atomic polarizabilities (ME0 in this work), has been recently applied by some

of us to study the energetics of electron-hole separation at different organic heterointerfaces,

such as P3HT/PCBM6 and the interface between two discotic liquid crystals.21

Another classic formulation of induced dipole schemes, based on permanent charges and

isotropic polarizable points placed at atomic sites, was developed by Applequist,22 and sub-

sequently modified by Thole23 by introducing a distance-dependent damping to dipole-dipole

interaction, in order to avoid numerical instability of the model, the so-called dielectric catas-

trophe.24 The Applequist-Thole model is nowadays implemented in some common molecular

3
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mechanics and dynamics softwares based on polarizable force fields, and several applications

to the calculation of polarization energies of charge carriers appeared in the literature.25–28

Induced dipole schemes were also employed by Brocks and coworkers to evaluate the effect

of polarization, and its relation to electronic correlations, in crystals of linear oligoacenes

and oligothiophenes.29

A more realistic picture of the molecular electronic polarization is obtained in terms of

an intramolecular charge redistribution (CR) between different regions of a molecule subject

to a possibly non-uniform electric field. The concept of distributed non-local polarizabili-

ties, i.e the key quantities governing the CR between molecular subunits, was introduced

by Stone.24,30 The arbitrariness in the choice of subunits was then surpassed by Tsiper and

Soos, by considering the redistribution of charge to occur between individual atoms through

INDO/S31 atom-atom polarizabilities.10,32 In this model, charge redistribution, accounting

for about 80-90% of molecular polarizability, coexists with atomic polarizable points, describ-

ing the deformation of atomic orbitals in the electric field and ensuring the total molecular

polarizability to match a reference value.

Although they significantly differ from the techniques compared in this work, it is worth

mentioning other methods based on the approximation of zero intermolecular overlap, for

which a number of applications to the calculation of the charge carrier energy landscape in

organic solids and at their interfaces have been reported, such as the Valence-Bond/Har-

tree-Fock (VB/HF)6,33–35 and quantum mechanics/molecular mechanics (QM/MM)4,5,36,37

approaches.

In this paper we present a novel and unifying implementation of CR and ME schemes,

and their application to the calculation of DTs and PEs for a wide set of molecular crystals.

In addition, the use of the same molecular inputs, i.e. polarizability tensor and atomic

charges, obtained with density functional theory, allows a direct comparative study of the

different approaches.

4
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Methodology

Charge Redistribution and Microelectrostatic models

The CR model by Tsiper and Soos describes the polarization of electronic clouds in terms of

intramolecular charge flows and induction of dipoles at atomic sites.10,32 This model is here

reviewed, and two ME schemes are derived as particular cases.

In the CR model, the molecular response to a non-uniform electric field is quantified by

a discrete set of variables for each atom i: {ρi,µi}. Here, ρi = qi− q0
i is the variation of the

atomic charge (qi) from its gas-phase value (q0
i ), and µi is the induced atomic dipole moment.

The energy of a molecule in an electric field, is then written as a quadratic expression in the

distortion from gas-phase solution:

E = 1
2
∑
ij

ρi Π−1
ij ρj +

∑
i

qiVi+
1
2
∑
i

µi α̃
−1
i µi−

∑
i

µi ·Fi (1)

where Vi and Fi are the electric potential and field at atom i, while the tensors Π−1
ij and

α̃−1
i measure the stiffness of the polarization through CR and induced dipoles mechanisms,

respectively. Specifically, α̃i is the linear polarizability tensor associated to atom i, and the

atom-atom polarizability tensor Πij is the susceptibility of atomic charges to a non-uniform

applied potential:

Πij =−
(
∂qi
∂Vj

)
0

(2)

The Πij matrix is symmetric and obeys the zero-sum rule ∑iΠij = 0, which ensures the

conservation of molecular charge.

The molecular polarization state {ρi,µi} for a given generalized force {Vi,Fi} then reads:

ρi = −
∑
j

Πij Vj (3)

µi = α̃i Fi (4)
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The total molecular polarizability, α, is the sum of the contributions from charge redis-

tribution and polarizable points:

αkl = αklc +
∑
i

α̃kli (5)

where the indices k and l run over the cartesian coordinates and

αklc =
∑
ij

Πij r
k
i r
l
j (6)

is the the CR contribution to the polarizability. Equation 1 and the following theory assume

that the polarizability of a molecule in the crystals is the same as in the vacuum, here eval-

uated at the DFT level employing a large basis set (B3LYP/6-311++G**). The agreement

between calculated and available experimental data for the DT validates a posteriori this

assumption, although it is worth mentioning that a theoretical framework to account for

many-body dispersion effects on the polarizability has been recently developed.38

In a condensed medium, each atom experiences a possible external applied field, plus the

microscopic fields exerted by charges and dipoles on surrounding molecules:

Vmi = V 0
mi+

1
4πε0

n6=m∑
n

∑
j

 qnj

Rnjmi
+

µnj ·R
nj
mi

(Rnjmi)3

 (7)

Fmi = F0
mi+

1
4πε0

∑
n

∑
j

δmnqnjRnj
mi

(Rnjmi)3

+
3gnjmi (µnj ·R

nj
mi)R

nj
mi

(Rnjmi)5
−
fnjmi µnj

(Rnjmi)3

 (8)

where V 0
mi (F0

mi) is the external potential (field), Rnj
mi = rmi− rnj , the index i (j) runs over

the atoms of molecule m (n) and δmn is the Kronecker delta. gnjmi and fnjmi are functions

excluding or damping the interactions between induced dipole of a given couple of atoms, as

discussed later in detail.

The polarization state of N interacting molecules has to be determined self-consistently

6
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and the energy of the system can be written as

U = 1
2
∑
m

∑
i

(
qmiV

(0)
mi −µmi ·F

(0)
mi

)
(9)

where V (0)
mi and F(0)

mi are the field and potential (c.f. equations 7 and 8) when ρmi = 0 and

µmi = 0. Despite its simplicity, equation 9 includes all the interactions among permanent

charges (q(0)
mi ), redistributed charges (ρmi) and induced dipoles (µmi), plus the elastic energy

involved in molecular polarization (first and third terms on the right hand side of equation

1).

The three different schemes applied here to the calculation of DT and PE are:

CR In this model the largest contribution to molecular polarizability comes from intramolec-

ular charge flows. Πij matrix elements are evaluated at the INDO/S31 level of theory

through equation 2, as reported in previous works.10,32 The difference between the

reference (B3LYP/6-311++G**) polarizability tensor and the INDO/S charge-only

polarizability (αc in Eq. 6) is distributed over atomic sites (α̃i in Eq. 5). In this

scheme, unscreened interactions between dipoles on different molecules are accounted

for, i.e. gnjmi = fnjmi = 1− δmn. The difference with the original CR scheme, relevant to

PE calculations only, consists in the set of atomic charges {q0} describing the perma-

nent molecular charge distribution, i.e. Löwdin charges in Ref.32 and ESP charges39

in this work.

ME0 In ME schemes the charge flow among atoms is neglected (Πij = 0) and the molecular

polarization is described only in terms of induced dipoles. In ME0 the whole molecular

polarizability is distributed over atomic sites and interactions among dipoles on the

same molecules are neglected, i.e. gnjmi = fnjmi = 1− δmn. This scheme is equivalent to

that applied in Refs.6,21

MEa Also in this case Πij = 0, but induced dipoles of atoms on the same molecule are

7
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allowed to interact. The divergence of molecular polarizability resulting from too close

polarizable points is prevented by damping the interaction between dipoles belonging to

the same molecule as in Thole scheme.23 Specifically, the Tinker-exponential screening

functions are here adopted:40

f = 1− e−au
3

g = 1− (1 +au3)e−au
3

(10)

where u = Rnjmi(α̃iα̃j)−1/6 and a is the screening factor (indices were omitted for sim-

plicity). Unless differently specified, the value a= 0.125 is used throughout this paper.

By introducing intramolecular dipolar interactions, the molecular polarizability, i.e.

our reference input property, is not simply the sum of atomic polarizabilities. The de-

termination of a set of atomic polarizabilities, that allows one to obtain the molecular

finite-field polarizability tensor matching the DFT reference value, is achieved via a

self-consistent iterative procedure (see Supporting Information for details).

In all the three models, local polarizabilities are spread over atoms proportionally to the

static atomic polarizability of the corresponding element.41

Computational approach

The self-consistent polarization state of a system of Na atoms, {ρi,µi}, can be determined

by solving a set of 4Na scalar linear equations (Eqs. 3 and 4 for each atom) with potentials

and fields given by Eq. 7 and 8. For ME schemes the number of scalar equations reduces

to 3Na. The solution of the linear systems can be obtained in a few ways, characterized

by different stability and computational efficiency.42 Here an iterative scheme is adopted,

in which the zero-order approximation of potential (V (0)
mi ) and field (F(0)

mi) at atomic sites is

obtained for {ρi = 0,µi = 0} through Eq. 7 and 8. µi (and ρi in CR) are then updated

through Eq. 4 (3) and used to refine Fmi (Vmi). This scheme is iterated up to convergence

8
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in the total system energy in Eq. 9 within a numerical tolerance of 10−5 eV, that is typically

reached within 30-50 cycles. Induced dipoles and redistributed charges converge to constant

values concurrently with the energy of the system.

In the first three iterations, or whenever oscillations in the system energy are detected, the

update of µi (and ρi) is damped by a factor ω, i.e. µ
(k+1)
mi = ωµ

(k)
mi +(1−ω)α̃miF(k)

mi (ρ
(k+1)
mi =

ωρ
(k)
mi − (1−ω)∑j∈m

j Πm
ijV

(k)
mi ).32,42 This expedient prevents divergence of the system energy,

while leaving results independent on ω, which should be greater that 0.5 to be effective.

Along these lines the self consistent solution for systems with more than 10000 molecules

can be determined with serial calculations on an ordinary workstation, with the computation

time scaling quadratically with the number of atoms as expected for two-body interactions.

Self-consistent ME calculations are 2-4 times faster than CR ones. This is partly due to the

smaller number of linear equations to be solved in ME schemes, but also to the fact that in

CR the evaluation of the fields and potentials due to point charges has to be performed at

every iteration, while in ME this is accomplished only once at the beginning. All the results

presented in this work have been obtained with the in-house written Fortran 90 code for

MicroElectrostatic Calculations in molecular solids, MESCal.

Systems studied and inputs

In this work we considered a selection of organic molecules, which have been subject to

fundamental research studies in the context of organic electronics, and have found application

in different types of devices, such as field effect transistors, solar cells, light emitting diodes

and sensors.

The molecular structure of the chosen compounds is shown in Figure 1. Our set of

molecules includes some well known and characterized hole transporter such as linear oligoacenes

(abbreviated as An with n= 2,3 . . .6, e.g. A6=hexacene)43 and linear oligothiophenes with

an even number of thiophene rings (Tn with n = 2,4,6, e.g. T4=quaterthiophene).44 We

consider as well C60 Buckminster fullerene, which, together with its derivatives, is one of the

9
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most popular electron transporting materials. We complete the selection with other two elec-

tron transporters, the dipolar bathophenanthroline (BPH), often used for exciton-blocking

layers in organic light emitting diodes,45 and the very promising perylene bisimide (N-

bis(2,2,3,3,4,4,4-Heptafluorobutyl-1,7-dicyano-perylene-3,4:9,10-bis dicarboximide, PDF),46

and with an ambipolar semiconducting natural compound, indigo (IND).47 Common crystal

structures for compounds under examinations have been chosen.48–59

Figure 1: Chemical structures of the molecules considered in this work: linear oligoacenes
(An), linear oligothiophenes with an even number of rings (Tn), bathophenanthroline (BPH),
a perylene bisimide derivative with fluorinated chains (PDF), indigo (IND) and fullerene
(C60).

Polarizability tensors and atomic charges were computed for isolated molecules at the

B3LYP/6-311++G** level at the B3LYP/6-31G optimized geometry. Specific calculations

have been run for neutral and charged species. DFT and INDO/S charge-only polarizabilities

(cf. Eq. 6) are reported in the Supporting Information. All DFT calculations have been

performed with the GAUSSIAN 0960 suite.
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PEs crucially depend on an accurate description of the charge distribution of neutral

and charged molecules, which exert strong electric fields in the surrounding space, even in

the case of neutral and apolar molecules such as oligoacenes or oligothiophenes.11,16 As an

example, the upper panels of Figure 2 show the electrostatic potential of the A3 molecule in

the three planes normal to molecular axes and passing through the molecular centroid. The

potential has a quadrupolar character characterized by negative potential regions above and

below the molecular plane, which are originated by the π electronic clouds and by hydrogen

terminations.

In this work, the molecular electrostatic potential is described in terms of point atomic

charges, and in particular we rely on the set of charges derived by fitting the DFT electrostatic

potential on the van der Waals surface according to the electrostatic potential fitting scheme

(ESP).39 The reproduction of the molecular dipole moment was also imposed in the fit.

In the bottom panels of Figure 2 we show the difference between the DFT potential and

that obtained with ESP charges for the A3 molecule. From the figure, we evince that

ESP charges provide a careful description of the potential generated by the molecule, also

at closest intermolecular distances (approximately twice the van der Waals radius), and

reasonably reproduce the quadrupole moment of apolar molecules (see Table S5).

The set of permanent atomic charges does not affect DT calculations, as in the linear

response regime their inductive effect is additive to that provided by the external field.

11
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Figure 2: Top: Electrostatic potential of anthracene (A3) in the three planes normal to
molecular axes evaluated at the DFT (B3LYP/6-311++G**) level. The color maps high-
light the quadrupolar character of A3 charge distribution. Bottom: Difference between the
potential calculated with DFT and that generated by ESP atomic charges (shown in the
bottom-left panel) obtained at the same level of theory. Potential is expressed in Volts, no-
tice the different color scales in top and bottom panels. The gray area shows the projection
of the van der Waals surface in the plane.
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Dielectric tensor

To obtain the dielectric tensor, we applied a uniform electric field, F0, along the three

Cartesian directions (x, y, z) to spherical molecular clusters of N molecules, obtained by

replicating and cutting the experimental crystal structures, along their three crystal axis.

By measuring the induced electric polarization P we determine the linear susceptibility

tensor of the cluster, ζN , according to the equation:

P = ε0ζN F0 (11)

where ε0 is the vacuum permittivity and SI units have been used. For large enough clusters,

ζN scales linearly with the the inverse radius, R−1 ∝ N−1/3, and the applied field suscep-

tibility of an infinite sphere ζ is obtained by linear extrapolation, as shown in Figure 3 for

A3.

The relative dielectric tensor κ is instead defined with respect to the total macroscopic

field FT :

P = ε0(κ−1)FT = ε0(κ−1)(F0 + Fd) (12)

The total field is the sum of the applied field plus a contribution from the polarized dielectric

itself, the so-called depolarization field Fd, which screens the external field inside the mate-

rial. The dielectric tensor is obtained eliminating Fd from Equation 12, using the textbook

depolarization factor for a uniformly polarized dielectric of spherical shape, Fd =− 1
3ε0

P:61

κ=
(

1 + 2
3ζ
)(

1− 1
3ζ
)−1

(13)

Induced polarization measured on the unit cell at the center of the cluster and on the

whole cluster coincide (within 1% for A3), ensuring that edge effects are negligible and

the approach reliable. All results shown here are obtained for P measured on the central

cell. To obtain the bulk DT, one can alternatively apply the depolarization correction to

13
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finite-radius spheres and determine their DT, and then take the limit for an infinite system.

Again, κ values obtained with the two extrapolation procedures are consistent (within 1%

for anthracene).

Figure 3: Dielectric susceptibility to a uniform external field (tensor components and
isotropic value) of anthracene spherical clusters as a function of the inverse radius (open
squares). Linear regressions performed on the results for the five larger clusters (line) are
used to extrapolate the values for the infinite crystal (filled squares). Results obtained with
CR method.

Charge carrier polarization energy

Polarization energies are defined as the difference between crystal and gas phase values of

ionization potential and electron affinity:

P+ = IPgas− IPcry (14)

P− = EAcry−EAgas. (15)
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PEs measure the contribution from intermolecular interactions in the crystal to hole and

electron transport levels and, despite the misleading name, include both an electrostatic and

a polarization contribution, plus an additive term due to molecular structural relaxation

upon ionization (internal reorganization energy, 0.1-0.3 eV62,63). Notice that a different

convention for the sign of PE is here adopted with respect to our recent works,1,6,21 i.e.

positive P± stabilize the charge carrier in the crystal.

CR and ME allow for the calculation of the electronic component of PE, that is here

obtained for spherical clusters of N molecules as:

P±N = U0
N −U±N (16)

where U0
N , U+

N and U−N are the energies (see Eq. 9) of the neutral, positively and negatively

charged cluster of N molecules, respectively. In charged systems the ion is placed at the

molecule at the center of the cluster. PE scales linearly with R−1, hence results for infinite

crystals are obtained by extrapolation as illustrated in Figure 4.

Figure 4: Polarization energy of anthracene for holes (blue circles) and electrons (red squares)
as a function of the inverse radius of the spherical cluster. Empty symbols refer to values ob-
tained for finite-size clusters, solid lines are linear regressions, filled symbols are extrapolated
values for the infinite crystal. Results obtained with the MEa method.
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Results and discussion

Molecules in an electric field

Before discussing the DT and PE, we present the results of calculations on isolated molecules

subject to a uniform electric field. By taking A3 and A6 as examples of modestly and highly

polarizable molecules, we analyze the mechanism of molecular polarization in ME and CR,

setting the basis for the following discussion.

For such a purpose, we applied a field of magnitude F0 = 0.514 V Å−1=10−3 a.u., along

the three molecular axes, and measured the electrostatic potential generated by the polarized

molecule in the surrounding space with different methods. We explicitly verified that the

applied field induces a linear response in DFT (B3LYP/6-311++G**) calculations, which

are here used as a reference. As the DFT linear polarizability is used as input in CR and

ME schemes, all calculations yield the same molecular dipole.

The upper panels of Figure 5 show δV =V (F =F0)−V (F =0) computed at DFT level in

the three planes normal to the A3 molecular axes, and passing through its centroid. δV can

be interpreted as the electrostatic potential generated by the induced charge distribution

and is dominated by the induced dipole term. The middle (bottom) panels of Figure 5 show

instead the difference between the DFT and CR (ME0) values of δV . MEa results for A3

are similar to ME0 ones and are shown in Figure S1.

It is quite instructive to look at the induced multipoles, i.e. charges and dipoles, which

are represented in the relevant panels as circles and arrows, respectively. CR, which approx-

imates very well the DFT potential, provides an intuitive and physically sound picture of

the mechanism of molecular polarization, characterized by regions of excess or deficiency of

charge at the two molecular ends. ME schemes do not reach the same level of accuracy, espe-

cially when the field is parallel to the long molecular axis. The difference to DFT potential

is however small and limited to the close periphery of the molecule. It is worth noticing that

when the field is applied perpendicularly to the molecular planes, the ME and CR pictures
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are equivalent as they are both described in terms of induced dipoles.

The electrostatic potential for the highly polarizable A6 molecule is shown in Figure 6.

In this case, CR still provides results in close agreement with DFT calculations, while the

accuracy of ME when the field is parallel to the long molecular axis is much lower than

for A3. Besides, we noticed that the discrepancy to DFT results of ME schemes is slightly

reduced by introducing screened intramolecular dipolar interactions, as prescribed in the

MEa model (see Figure S2).

More generally, the lower accuracy of induced dipoles in highly polarizable molecules high-

lights a limitation of ME schemes in dealing with π-conjugated electrons: the intramolecular

charge redistribution along the long axis, being non-local in nature, cannot be described

with high accuracy by means of an effective dipole picture, even when the best available

molecular polarizability is given as input.
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Figure 5: Top: Electrostatic potential generated by the charge distribution induced by a
uniform electric field, δV = V (F =F0)− V (F = 0), in the A3 molecule, evaluated at the
DFT (B3LYP/6-311++G**) level. The field has a magnitude of 0.514 V Å−1 and direction
specified in each panel. Middle/Bottom: Difference between δV evaluated at the DFT
and CR/ME0 level. Redistributed charges ρi and induced dipoles µi are represented in
the relevant panels. Potential is expressed in Volts, notice the different color scales in the
different panels. The gray area shows the projection of the van der Waals surface in the
plane. While CR and DFT results are in close agreement, ME is slightly less accurate when
the applied field is parallel to the long molecular axis.
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Figure 6: Same as Figure 5 for the A6 molecule. In this case the discrepancy between ME
and DFT results when the applied field is parallel to the long molecular axis is much larger
than in A3 ( Figure 5).
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Static dielectric tensor

ME and CR calculations grant access to the electronic contribution to the real part of the

static DT. In discussing the results, we consider first the series of linear oligoacenes, for

which calculated and experimental values of DT are plotted in Figure 7 and reported in

Table 1. The principal directions of the DT, superimposed to the crystal unit cell, are shown

in Figure 10.

ME and CR calculations properly reproduce the anisotropy of the DT of A2 and A3 as

measured by means of capacitive techniques on single crystals.64–66 A quantitative agreement

with experimental data is obtained for CR, while ME calculations show the tendency to

overestimate κ3 that is parallel to the long molecular axis (see Figure 10), i.e. that of

highest polarizability. We notice that the overestimation of κ3 increases with the long-

axis polarizability and it is partially compensated by introducing the (screened) interaction

between induced dipoles on the same molecule, leading to better results for MEa with respect

to ME0.

Also in monoclinic A4, A5 and A6 we obtain a good agreement between the different

methods for κ1 and κ2 and higher values for κ3 for ME, with MEa always performing better

than ME0. Moreover, we notice an increase in the discrepancy between ME and CR values

for κ3 with the molecular length, with the relative difference (κME
3 −κCR3 )/κCR3 increasing

from 12 to 33% (8 to 17%) for ME0 (MEa) when going from A2 to A6 (see Figure 7, bottom

panel).

The determination of the DT in triclinic systems is experimentally challenging and to the

best of our knowledge this has been obtained via spectroscopic ellipsometry only recently

for A467 and A5,68 although the latter study refers to the Campbell polymorph69 that

has been not considered in this work. The static electronic κ can be inferred from optical

measurements as the plateau value in the frequency region below the lowest-energy electronic

transitions. The comparison with experimental data for A4 confirms the trend obtained for

A2 and A3, with CR being the most accurate method and ME overestimating κ3.
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Table 1 also reports (between brackets) the Clausius-Mossotti dielectric constants, κCM =(
1 + 8παiso

3v

)(
1− 4παiso

3v

)−1
, here computed with molecular volume v from experimental crys-

tal structures and DFT isotropic molecular polarizabilities reported in the Supporting In-

formation. The Clausius-Mossotti equation largely overestimates the dielectric constant,

especially for the more elongated and anisotropic molecules. This result can be explained by

the inappropriateness of the assumptions of isotropic medium and spherical molecular cavity,

made in the derivation of the well known equation. It is worth mentioning that an expression

for the microscopic field inside an ellipsoidal cavity within an anisotropic dielectric has been

derived.70

The DTs of linear oligoacenes serve here as a benchmark for the different methods in

virtue of the availability of accurate experimental data on single crystals (see Figure 7). The

best results are obtained for CR, i.e. a method based on a quantum mechanical description

of intramolecular charge flows due non-homogeneous microscopic fields. We notice that our

extrapolated CR results for A3 and A5 are fully consistent with those previously reported and

obtained with Ewald sums.10,42 The induced-dipole picture of ME approaches leads instead

to worse results, especially for the κ3 component in highly polarizable molecules. This

failure is related to the intrinsic limitations of induced dipoles in describing the polarization

of extended π-conjugated clouds, as discussed in the previous section.

In ME0 the induced dipoles on the atoms of a given molecule react to microscopic fields

independently on each other, resulting in additive response and providing the less accurate

results for the DT among the methods here considered. The accuracy of induced-dipole

approaches is partly recovered in MEa by introducing interaction between induced dipoles

on the same molecules, that however needs to be screened at short distances to avoid di-

vergent behaviors.23 Intramolecular dipolar interactions introduce correlations between the

polarization of different molecular regions, but are also a source of additional complications.

In fact, these self-interactions lead to a non-additivity of atomic polarizabilities, which in

turn depends on the functional form of the dipole field screening.
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In this work we purposefully compare systems with the same molecular polarizability,

consequently in MEa the distributed atomic polarizabilities (see Figure S3), and hence the

DT (see Figure S4), depend on the screening factor a in Eq. 10. We do not attempt

the determination of an optimal a, we rather rely on a value (a = 0.125) that ensures safe

convergence of self-consistent calculations and corresponds to screening distances of ∼ 5 Å.

The dependence of the DT on the screening factor in MEa has been investigated for A3 and

C60 (see Figure S4). This analysis showed that the best agreement with experimental or CR

results cannot be obtained with the same value of a in different systems, or for the different

DT components of the same crystal.

Table 1: Calculated and experimental dielectric tensors (isotropic values and principal com-
ponents) of linear oligoacenes. The Clausius-Mossotti dielectric constants are reported be-
tween brackets. In monoclinic crystals (A2, A3) κ2 is parallel to crystal axis b and θ is the
angle between a and κ1. For monoclinic systems (A4, A5, A6) κ eigenvectors are reported
in Table S6. apresent work; bEwald sums; cCapacitive measurement (±0.1); dOptical mea-
surement: κ1 and κ2 correspond to the real part of the refractive index at 2.25 eV, while κ3
is obtained from a combined fit of ellipsometry and absorption spectra.67

κiso κ1 κ2 κ3 θ
A2 ME0a 2.95 2.25 2.88 3.70 25.8
(3.17) MEaa 2.90 2.30 2.83 3.56 25.5

CR a 2.74 2.18 2.76 3.29 30.0
EXPc 64 2.82 2.25 2.87 3.43 28

A3 ME0a 3.31 2.31 2.95 4.65 29.2
(3.80) MEaa 3.22 2.36 2.91 4.40 29.2

CRa 3.06 2.24 2.87 4.07 33.0
CRb 10 3.06 2.23 2.91 4.03 31.6
EXPc 65,66 3.20 2.23 3.07 4.04 28

A4 ME0a 3.68 2.36 3.06 5.62 -
(4.67) MEaa 3.52 2.39 3.00 5.18 -

CRa 3.25 2.30 2.94 4.51 -
EXPd 67 3.2 2.2 3.1 4.2 -

A5 ME0a 3.98 2.44 3.13 6.38 -
(5.77) MEaa 3.79 2.46 3.07 5.84 -

CRa 3.53 2.40 3.10 5.09 -
CRb 42 3.65 2.41 3.21 5.34 -

A6 ME0a 4.54 2.55 3.31 7.77 -
(7.71) MEaa 4.20 2.55 3.22 6.83 -

CRa 3.80 2.40 3.17 5.84 -
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Figure 7: Principal components of the dielectric tensor of linear oligoacenes. For κ1 and κ2
a substantial agreement between ME, CR and experiment is found, while ME0, and to a
lower extent MEa, overestimates κ3, especially for highly polarizable molecules.

CR, MEa and experimental DTs for the other molecules considered in this study are

reported in Table 2, while Figure 9 shows the tensor principal directions. In general, larger

values are obtained for MEa with respect to CR, confirming the trend observed in oligoacenes.

Oligothiophenes feature strongly anisotropic DTs with the largest component aligned to the

long molecular axis as for linear oligoacenes. Unfortunately, most of the experimental data

on oligoacenes’ DT are available only for low-temperature polymorphs (characterized by 4

molecules in the unit cell) and do not permit a direct comparison. We, however, notice

that the isotropic dielectric constants reported for the low-temperature polymorphs of T4

(κ= 3.7) and T6 (κ= 4.2) are very close to our estimates.71,72

The dielectric constant of C60 computed with CR is in accordance with the optical

measurement73 but somehow smaller than the capacitive estimate.74 Unlike all the other

molecules we considered, the Clausius-Mossotti dielectric constant of C60, reported between
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Figure 8: Principal axes of the dielectric tensor of oligoacenes drawn on the crystal unit
cell: κ1 (green arrow), κ2 (orange) and, κ3 (red). The vector lengths are proportional to the
magnitude of the corresponding eigenvalues.
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brackets in Table 1 and Table 2, is in very close agreement with other calculations. This is

consistent with the isotropy of the cubic crystal and with the spherical shape of the molecular

cavity assumed in the derivation of the Clausius-Mossotti equation. Finally, we notice that

both CR and MEa estimates for IND are significantly smaller that the experimental value,

a discrepancy that may be attributed to the intramolecular hydrogen bond characteristic of

this molecule, that is not explictly taken into account in our calculations.

Table 2: Calculated and experimental dielectric tensors (isotropic values and principal com-
ponents) of T2, T4, T6, C60, BPH, IND and PDF. The Clausius-Mossotti dielectric constants
are reported between brackets. In monoclinic Tn (IND) θ is the angle between a and κ1 and
the crystal axis b is parallel to κ2 (κ3). For BPH (tetragonal) κ1, κ2 κ3 are directed along c, a
and b, respectively. κ eigenvectors of PDF (triclinic) are reported in Table S6. aPresent work;
bEffective value from capacitive measurement; cOptical measurement (±0.05); dCapacitive
measurement (±0.2).

κiso κ1 κ2 κ3 θ
T2 MEaa 3.12 2.54 2.90 3.91 44.2
(3.46) CRa 2.99 2.46 2.84 3.66 36.9
T4 MEaa 3.90 2.47 3.01 6.23 32.9
(6.07) CRa 3.52 2.39 2.91 5.26 35.4
T6 MEaa 5.07 2.58 3.01 9.62 29.3
(13.46) CRa 4.36 2.50 3.03 7.57 31.6
C60 MEaa 4.87 - - - -
(3.92) CRa 3.96 - - - -

EXPc 73 4.08 - - - -
EXPd 74 4.4 - - - -

BPH MEaa 3.28 2.98 3.28 3.59 -
(3.73) CRa 2.86 2.62 2.85 3.12 -
IND MEaa 3.57 3.08 3.51 4.12 176.0
(4.81) CRa 3.37 2.90 3.29 3.92 165.2

EXPb 75 4.3 - - - -
PDF MEaa 3.02 1.95 3.23 3.89 -
(3.56) CRa 2.76 1.82 3.05 3.40 -
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Figure 9: Principal axes of the dielectric tensor of T2, T4, T6, IND and PDF drawn on
the crystal unit cell: κ1 (green arrow), κ2 (orange arrow) and, κ3 (red arrow). The vector
lengths are proportional to the magnitude of the corresponding eigenvalues.
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Polarization energy of charge carriers

Hole and electron polarization energies of linear oligoacenes, calculated with CR, ME0 and

MEa are reported in Table 3 and plotted in Figure 10. Our results show a decreasing

trend of PEs with the number of aromatic rings (exception made for ME0 results reaching a

maximum for A5), with larger values for holes than for electrons. Figure 10 and Table 4 also

report available experimental data,19,76 to which we subtracted the specific intramolecular

reorganization energies,62,63 in order to compare the electronic contribution to PE.

The agreement with experiments,19,76 against which PE calculations have been usu-

ally compared, is qualitative and mainly limited to the electron-hole asymmetry, ∆P =

P+−P− > 0. Although the origin of this disagreement can be partly due to the approxi-

mations involved in these calculations, we point out that experimental photoelectron spec-

troscopy data are not the appropriate quantity to assess the accuracy of theoretical estimates.

Photoelectron spectroscopy is in fact a surface technique that probes the energy levels of the

molecules within a few nanometers from the vacuum interface, while calculations provide

results valid in the bulk limit. Moreover, it is now well established that absolute values of

binding energies of electrons in solids are not accessible by photoelectron spectroscopies77

and that ionization potentials depend on the molecular orientations at the vacuum inter-

face through which the photoelectrons are extracted.7,78 The quantitative reproduction of

photoelectron spectroscopy measurements requires an appropriate modelling of polarization

and electrostatic effects in sample morphologies as close as possible to those at which exper-

iments are performed.8,79 For these reasons, in the following discussion we will mainly focus

on methodological aspects of the calculations of PE in the bulk.

Polarization energies are conveniently partitioned in two contributions: P±= S±+D±.33

S± is the electrostatic component (or static PE) that is computed as unscreened Coulomb

interaction between permanent atomic charges, while D± is the contribution coming from

the relaxation of molecular polarization (dynamic PE), and is calculated at self consistency

as P±−S±.
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Static PEs, shown in the middle panels of Figure 10, depend only on the set of atomic

charges. This term has the same physical meaning as the charge-quadrupole interaction of

original ME approaches and gives the largest contributions to electron-hole asymmetry, as

first recognized by Bounds and Munn.11,16 S± has approximately the same magnitude and

opposite sign for holes and electrons, and its absolute value increases with the molecular

size, correlating with the magnitude of the quadrupole moment (see Table S5). The val-

ues obtained here with ESP charges are consistent with earlier estimates based on different

partitioning of excess charge and point quadrupoles over molecular units.11,16,20 More in-

terestingly, our estimate for S± in A3 quantitatively agrees with the one calculated from

DFT electron densities.80 The latter result confirms, as can be also seen from the maps of

the electrostatic potential in Figure 2, that ESP atomic charges can achieve approximately

the same accuracy in modelling electrostatic interactions as the quantum chemical method

employed for their determination. In turn, atomic charges can be easily calculated with

standard quantum chemical methods once and for all for each chemical specie, and then

readily employed in the self consistent determination of induced multipoles.6,21

The dynamic PE, D±, is a composite term that includes the interaction of induced

dipoles (and redistributed charges in CR) with permanent charges and induced multipoles

themselves, plus the elastic energy associated with dipoles induction (charge redistribution).

While in original ME the charge-induced dipole interaction has the same value for electrons

and holes,11 in our case the adoption of polarizabilities and charges specific to each chemical

specie inevitably leads to D+ 6=D−. For linear oligoacenes we obtain D− >D+ for the three

models considered in this work.

In order to disentangle the different contributions leading to the electron-hole asymmetry

in the dynamic PE, D+ 6= D−, we performed ME and CR calculations by progressively

increasing the level of sophistication of our calculation. Figure 11 summarizes the results

obtained for A3 (those of other oligoacenes are qualitatively similar), where roman numbers

label the level of calculation.
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At level I the atomic charges of neutral molecules are set to zero, while the charged

molecule bears the same polarizability as neutral ones, and its extra charge is uniformly

spread over the atoms. In this case, P+
I = P−I is equivalent to the charge-induced dipoles

interaction of original ME schemes11 and its effect is the stabilization of the charge carrier

by ∼ 1.2 eV. In II the electrostatic interaction between the charge carrier and the perma-

nent charge distribution of the surrounding neutral molecules is introduced as an additive

term to P±I , leading to the electron-hole asymmetry P+
II−P

−
II = 2|S±|. This approach to PE

calculation (II) is conceptually equivalent to the original ME scheme,11 though here the elec-

trostatic potential of neutral molecules is described in terms of ESP charges, instead of point

quadrupoles. PEs obtained at level II are intrinsically approximate as the polarization and

electrostatic contributions are assessed with independent calculations and their additivity is

then assumed.

A self consistent calculation of induced multipoles in the field of permanent charges is

presented as III. In this case, the interaction between induced multipoles and the permanent

charges of the neutral molecules, not included in calculations I and II, comes into play. This

interaction, presenting the same magnitude and opposite sign for holes and electrons, reduces

the PE electron-hole asymmetry originated by the electrostatics. The physical interpretation

of this effect is straightforward: induced multipoles, by screening the monopole field of the

charge carrier, reduce its interaction with the charge distributions of surrounding neutral

molecules.

The introduction of atomic ESP charges specific to A3 molecular ions in IV brings a

further reduction of ∆P . This effect is mostly due to electronic polarization, which is sensitive

to the different extent of localization of the excess charge in the anion and in the cation.

The effective radius of the charge distribution of a molecular ion, rq =
√
|∑i qi r

2
i | 1, is 2.2

Å for the electron, 3.3 Å for an uniformly spread excess charge and 4.2 Å for the hole. The

trend in rq is consistent with the larger stabilization provided by the polarizable environment
1rq depends on the origin of the reference frame, here set to the molecular charge centroid.
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expected for more localized charges. Finally, in V, we introduce the specific polarizabilities of

the charged species, whose effect is a small stabilization of the charge carriers energy levels.

A comparison with previous estimates of polarization energies in A3 and A5 is reported

in Table 4. Our CR, ME0 and MEa results present a close agreement with those recently

obtained by Brédas and coworkers27 with the polarizable force field AMOEBA.40 This sim-

ilarity, despite the quite different description of polarization in the CR, ME and AMOEBA

schemes, suggests that the description of polarization energies is largely determined by the

quality of microscopic inputs, i.e. permanent multipoles and polarizabilities.

Original ME schemes provide the larger electron-hole asymmetries with respect to our

calculations (see Table 4), a result due to the missing dielectric screening in computing the

charge-quadrupole interaction. However, we cannot rule out a possible role of the inappro-

priateness of the use of quadrupole field at short distance in those schemes, or inaccuracies

in the value of the quadrupole tensor employed, that was obtained with an empirical formula

based on both theoretical and experimental data.11

CR results in Refs.32,42 failed to reproduce the electron-hole asymmetry because of the

inadequate description of the molecular electrostatic potential provided by INDO/S Löwdin

charges. Atomic charges from population analysis are in fact very small for alternant hy-

drocarbons as oligoacenes (rigorously zero in π-electron theories) and hence not suitable to

describe the molecular quadrupole moments. In Ref.,80 Soos and coworkers proposed a first-

order correction to their previous CR results, by computing the interaction between excess

charge and induced multipoles with the B3LYP/6-311++G** electron density in a non self

consistent fashion. Although the two calculations are not fully comparable, the larger value

of ∆P obtained for A3 in Ref.80 with respect to ours suggests that a fully self consistent

evaluation of induced multipoles in the field of all permament multipoles, as implemented

here, is quantitatively important.

Valence bond/Hartree-Fock (VB/HF) calculations for A3 underestimate the values of

both P+ and P−, as they suffer the poor description of molecular polarizability provided
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by the semiempirical AM1 Hamiltonian.33 However, these fully self-consistent calculations

confirm that molecular polarization reduces the electron-hole asymmetry originated by elec-

trostatic interactions (D− >D+). Finally, QM/MM (B3LYP/ UFF) results by Norton and

Brédas37 produce larger absolute values of polarization energies with respect to all other

approaches and fail qualitatively in describing electron-hole asymmetry.

Table 3: Total, static and dynamic polarization energies (in eV) for holes and electrons in
acenes, obtained in this work with CR, ME0 and MEa. For A4, A5 and A6 the two values
refer to the non-equivalent molecules in the crystal cell.

P+ S+ D+ P− −S− D−

A2 CR 1.22 0.19 1.03 1.03 0.19 1.22
ME0 1.30 0.19 1.11 1.17 0.19 1.35
MEa 1.29 0.19 1.10 1.16 0.19 1.35

A3 CR 1.18 0.25 0.93 0.95 0.25 1.20
ME0 1.26 0.25 1.01 1.08 0.25 1.33
MEa 1.23 0.25 0.98 1.07 0.25 1.32

A4 CR 1.12/1.12 0.24/0.26 0.88/0.87 0.88/0.88 0.24/0.25 1.12/1.14
ME0 1.23/1.23 0.24/0.26 0.99/0.97 1.04/1.06 0.24/0.25 1.28/1.31
MEa 1.18/1.17 0.24/0.26 0.93/0.91 1.00/1.01 0.24/0.25 1.24/1.26

A5 CR 1.07/1.09 0.27/0.31 0.81/0.78 0.84/0.81 0.26/0.31 1.10/1.12
ME0 1.22/1.21 0.27/0.31 0.95/0.90 1.01/1.01 0.26/0.31 1.27/1.32
MEa 1.12/1.13 0.27/0.31 0.85/0.81 0.96/0.94 0.26/0.31 1.23/1.26

A6 CR 1.05/1.06 0.33/0.34 0.72/0.72 0.75/0.74 0.33/0.33 1.08/1.07
ME0 1.25/1.25 0.33/0.34 0.91/0.92 1.04/1.03 0.33/0.33 1.37/1.36
MEa 1.09/1.11 0.33/0.34 0.76/0.78 0.92/0.91 0.33/0.33 1.25/1.23

We now briefly comment on the PEs for the other molecules considered in this work,

reported in Table 5, obtained with CR and MEa. We notice that the two methods provide

very similar values for these molecules, with slightly larger PE values in the case of MEa.

Linear oligothiophenes with an even number of rings, being planar quadrupolar molecules

arranged in a herringbone crystal packing, behave similarly to oligoacenes, with holes more

stable than electrons and with PEs decreasing with the molecular length.

PEs for C60 are in quantitative agreement with previous estimates by Munn and cowork-

ers.81 The identical values obtained for holes and electrons is a direct consequence of our

choice to uniformly distribute the molecular charge on atoms. Although ESP analysis pro-
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Figure 10: Total, static and dynamic polarization energies for holes and electrons in linear
oligoacenes calculated with CR, ME0 and MEa. S± values coincide as they depend only on
the set of charges and not on the polarization mechanism. For A4, A5 and A6 the two values
refer to the non-equivalent molecules in the crystal cell.
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Table 4: Comparison of hole and electron polarization energies and their difference, ∆P =
P+−P−, for A3 and A5 (average over the two symmetry nonequivalent molecules). aPresent
work; bOriginal ME, excess charge distributed at ring centers, quadrupoles from empirical
formula; cOriginal ME, excess charge distributed on carbon atoms, quadrupoles as in b; dCR
with permanent charge distribution described by INDO/S Löwdin charges; eCR with DFT
electron density as permanent charge distribution; fExtrapolated from VB/AM1 data in
Ref.;33 gSee text for discussion on the comparability of calculated and experimental values.

A3 A5
P+ P− ∆P P+ P− ∆P

CRa 1.18 0.95 0.23 1.08 0.82 0.26
MEaa 1.23 1.07 0.16 1.12 0.95 0.17
ME0a 1.26 1.08 0.18 1.21 1.01 0.20
MEb 19 1.38 1.01 0.37 1.30 0.84 0.46
MEc 20 1.58 1.06 0.52 1.48 0.89 0.59
CRd 32,42 1.13 1.07 0.06 1.02 0.99 0.03
CRe 80 1.38 0.82 0.56
VB/HFf 33 0.94 0.73 0.21
AMOEBA27 1.11 0.85 0.26 1.02 0.79 0.23
QM/MM37 1.76 1.83 -0.07 1.24 1.49 -0.25
EXPg 19,76 1.51 0.89 0.62 1.53 1.04 0.49

Level perm. charges polarizabilities
I {qU}0,± α−=α+ =α0

II {qE}0; {qU}± α−=α+ =α0

III {qE}0 ; {qU}± α−=α+ =α0

IV {qE}0,± α−=α+ =α0

V {qE}0,± α−>α+>α0

Figure 11: Hole and electron polarization energies calculated with CR and MEa for A3
at different levels of approximation, labeled by roman numbers. The table summarizes the
approximations involved at different levels. All PEs are obtained at self consistency, with the
exception of P±II =P±I +S±. {qU}Q denotes the set of atomic charges obtained by uniformly
distributing the molecular charge Q = 0,±1 over atoms, {qE}Q is the set of ESP charges
specific to a molecule with net charge Q.
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vides different values of atomic charges, we consider our assumption to be more appropriate,

in virtue of the rotational freedom of C60 molecules at room temperature.

For BPH, IND, and PDF, tracing back the computed PEs to molecular features and

supramolecular packing is not straightforward. We just remark that the electron-hole asym-

metry in the case of PDF molecules is much larger than in other systems here considered, yet

comparable to values reported for perylene-tetracarboxylic dianhydride (PTCDA).32,80 The

sign (and magnitude) of ∆P = P+−P− < 0 in PDF, opposite to that of acenes and thio-

phenes, is consistent with the (large and) positive component of the molecular quadrupole

and with the slipped-cofacial packing.

Table 5: Total, static and dynamic polarization energies (in eV) for holes and electrons for
the non-acene molecules, obtained in this work with CR and MEa.

P+ S+ D+ P− −S− D−

T2 CR 1.22 0.26 0.96 1.06 0.28 1.34
MEa 1.28 0.26 1.02 1.18 0.28 1.46

T4 CR 1.04 0.36 0.68 0.75 0.37 1.11
MEa 1.09 0.36 0.73 0.92 0.37 1.29

T6 CR 0.93 0.49 0.44 0.62 0.50 1.12
MEa 1.00 0.49 0.51 0.94 0.50 1.44

C60 CR 0.92 0.00 0.92 0.92 0.00 0.92
MEa 1.05 0.00 1.05 1.05 0.00 1.05

BPH CR 1.01 0.38 0.63 0.83 0.43 1.26
MEa 1.26 0.38 0.87 1.12 0.43 1.55

IND CR 1.18 0.49 0.69 1.09 0.37 1.46
MEa 1.40 0.49 0.91 1.23 0.37 1.59

PDF CR 0.25 -0.96 1.20 1.20 0.93 0.27
MEa 0.33 -0.96 1.28 1.28 0.93 0.35
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Conclusions

In this work we have presented a novel and unified implementation of induced-dipole or

microelectrostatic (ME) schemes, based on distributed local polarizabilities, and the charge

redistribution (CR) approach, based on non-local polarizabilities. ME and CR have been

applied to compute the dielectric tensor and the polarization energy of a representative set

of organic molecular crystals interesting for organic electronic applications.

Our results for the dielectric tensor show that CR quantitatively agrees with available

experimental data, as previously reported for anthracene and PTCDA.10 CR calculations

have therefore a predictive character when accurate experimental data are missing, as for the

majority of the molecules considered in this work. Conversely, a systematic overestimation

of the dielectric tensor component corresponding the long molecular axis has been found in

ME and traced back to an intrinsic limitation of induced dipole pictures in describing the

polarization mechanism of extended π-conjugated electronic clouds. Intramolecular dipole-

dipole interactions improve the accuracy of the largest tensor component, although the

discrepancy between MEa and CR results exceeds 20% in highly polarizable molecules.

A close agreement between CR and ME results has been instead found for what concerns

charge carrier polarization energies. The better performances of induced dipoles in the

calculation of polarization energies can be explained by the fact that the reaction to the

radial field of a localized charge depends on all the components of the crystal polarizability

and it is not too sensitive to the overestimation of one of them.

As it is well recognized, an accurate description of the electrostatic potential generated

by the molecular charge densities turns out to be essential to assess the energy levels of holes

and electrons in organic solids. Microscopic electrostatic fields in neutral supramolecular

systems can be nowadays computed with first principle methods7 and then used to evaluate

the electrostatic energies of charge carriers or to include polarization effects when coupled

to CR8,80 or ME schemes. Our implementation relies on potential-derived ESP atomic

charges for the molecular charge distribution, which represent an ideal compromise between
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accuracy and praticality, especially when one is interested in evaluating the charge carrier

energy landscape in large and disordered supramolecular systems, as those obtained from

molecular dynamics simulations.6,21

The implementation of CR and ME schemes presented in this work provides therefore a

powerful and yet computationally cheap tool for the investigation of the dielectric properties

and the charge carrier energy landscape in bulk organic solids and at their interfaces.
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Supporting Information

Polarizabilities and quadrupole moments of the molecules considered in this study, addi-

tional information on the MEa model and the eigenvectors of the DT of triclinic crystals

are provided as Supporting Information. This material is available free of charge via the

Internet at http://pubs.acs.org.
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