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Figure S1. Flowchart outlining the steps involved in obtaining leukocyte/bead count from a smartphone 
image using ImageJ.  

 

 

 

 

Figure S2. The network diagram of the feed forward artificial neural network with sigmoid hidden and 
softmax output neurons. The neural network consists of 10 in hidden and 1 neuron in output layers. Input to 
the network consists of the 10 counts generated from using different sensitivity values in MATLAB. The 
network was trained using multiple training algorithms.  

 

 

 

 

Figure S3. Flowchart outlining the steps involved in obtaining leukocyte/bead count from any image using 
the developed ANNs.  

 

 

 



 

Figure S4. Green fluorescent beads imaged using the SBFM along with and iPhone XS and Nokia Lumia 
1020 (Scale bar = 100μm). 

 

 

Figure S5: 1951 USAF resolution test chart imaged using S9+ and lens B (10 mm focal length). 



 

Figure S6: First artificial neural network performance using scaled conjugate gradient method for training. 
(a) mean squared error at different epochs. (b) the error histogram of the model. 

 



 

Figure S7: Hinton diagram representing the weight and bias values of the input (hidden) layers and output 
layers of neurons in our neural network that was trained using scaled conjugate gradient method.  

 

 

Figure S8: The 10 counts generated on the basis of different sensitivity values are fed to the neural network 
shown in Figure S2. The network was then trained using scaled conjugate gradient algorithm. The resulting 
regression plot consisting of training, validation, and testing data sets is shown above. 

 

 



 

Figure S9: Second artificial neural network performance using scaled conjugate gradient method for training. 
(a) mean squared error at different epochs. (b) the error histogram of the model. 



Figure S10: Hinton diagram representing the weight and bias values of the input (hidden) layers and output 
layers of neurons in our neural network that was trained using scaled conjugate gradient method.  

 

Figure S11: The 10 counts generated on the basis of different sensitivity values are fed to the neural network 
shown in Figure S2. The network was then trained using scaled conjugate gradient algorithm. The resulting 
regression plot consisting of training, validation, and testing is shown above. 

 



 

Figure S12: Third artificial neural network performance using Bayesian regularization method for training. 
(a) mean squared error at different epochs. (b) the error histogram of the model. 



 

Figure S13: Hinton diagram representing the weight and bias values of the input (hidden) layers and output 
layers of neurons in our neural network that was trained using Bayesian regularization method.  

 

 

Figure S14: The 10 counts generated on the basis of different sensitivity values are fed to the neural network 
shown in Figure S2. The network was then trained using Bayesian regularization algorithm. The resulting 
regression plot consisting of training, validation, and testing is shown above. 



 

 

Table S1: Table showing the particle counts in the SBFM images that were used to train the artificial neural 
networks for multivariate regression.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Table S2: Table showing the corresponding percentage errors and standard deviation for each trained 
network for the ten blinded test images. The best three performing networks have been highlighted. 

 

 

 

 

 

 

Table S3: Table showing the input and output weights along with the bias value of the Neural Network 1, 
trained using scaled conjugate gradient algorithm. Bias value of output neuron is 0.559311. 

 

 



 

Table S4: Table showing the input and output weights along with the bias value of the Neural Network 2, 
trained using scaled conjugate gradient algorithm. Bias value of output neuron is 0.810424. 

 

 

 

 

 

Table S5: Table showing the input and output weights along with the bias value of the Neural network 3, 
trained using Bayesian regularization algorithm. Bias value of output neuron is 0.779855599. 
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Table S6: Comparison between the different functionalities and capabilities offered by previously discussed 
SBFMs and the presented SBFM. 

 

 

 

 

 

 

 

 

 



 

Smartphone Aspect ratio Zoom level Image 
dimensions Image size Processing time 

(s) 

Galaxy S9+ 

3:4 Min 3024 x 4032 3.2 MB 27 
Max 3024 x 4032 1.19 MB 35 

9:16 
Min 2268 x 4032 2.43 MB 19 
Max 2268 x 4032 978 KB 26 

1:1 
Min 3024 x 3024 2.41 MB 20 
Max 3024 x 3024 0.99 MB 21 

Full 
Min 1960 x 4032 2.16 MB 17 
Max 1960 x 4032 860 KB 25 

Lumia 1020 
3:4 Min 2592 x 1936 982 KB 9 

Max 2592 x 1936 1.46 MB 8 

16:9 Min 3072 x 1728 911 KB 8 
Max 3072 x 1728 1.64 MB 9 

iPhone XS 

3:4 
Min 3024 x 4032 1.55 MB 19 
Max 3024 x 4032 746 KB 78 

9:16 Min 2268 x 4032 1.66 MB 14 
Max 2268 x 4032 800 KB 50 

1:1 
Min 3024 x 3024 1.54 MB 15 
Max 3024 x 3024 749 KB 50 

 

Table S7: Comparison of processing times for images obtained under different aspect ratios and zoom setting 
using the developed ANN based image processing algorithm.  

 

 

 


