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Experimental methods
Experiments were performed using a pulsed valve electric discharge source coupled with a photoelectron imaging

spectrometer.1,2 The seed gas consisted of ≈2% CF3I in argon (Ar) at a total stagnation pressure of ≈2.5 Bar. The

discharge source, which was based on the design of Neumark and co-workers3, had a simple three electrode arrange-

ment, combining a Parker series 9 general valve with a discharge chamber of volume ≈2 mm3. The plasma is termed

‘hard’ due to electric discharge conditions that induce a high degree of ionisation, dissociation and reactions between

plasma species. A ≈10 mm length, 2 mm diameter bore earthed electrode at the end of the discharge source provided

a jet-cooled expansion into vacuum and provided sufficient cooling of plasma species to give small amounts of argon-

anion clusters (implies good jet cooling). The jet-cooled expansion was directed between a set of pulsed time-of-flight

(ToF) electrodes in an perpendicular arrangement. ToF electrodes were switched to high-voltage using a pair of Behlke

switches, accelerating the anions into the time-of-flight region. A series of deflectors and Einzel lenses directed and

focussed the ions into a penetrating field velocity-mapping assembly2 where a pulse of wavelength-tunable light from

a YAG-pumped (Continuum Surelite II) optical parametric oscillator (Continuum Horizon I) was timed to interact with

a ion packet of a selected mass-to-charge ratio. Velocity-mapping resolution was ∆E
E ≈5%, and image reconstructions

used anti-aliasing and polar onion peeling algorithms.4

Theoretical methods
Electronic structure calculations were performed using the Gaussian 16.B01 software package.5 Equilibrium geome-

tries were first optimised at the ωB97X-D//def2-TZVPD and MP2//def2-TZVPD levels of theory and confirmed to

represent geometrical minima through harmonic vibrational frequency analysis.6–9 Both ωB97X-D and MP2 methods

were used to optimise initial geometries and determine vibrational frequencies to test whether wave function and den-

sity function theory methods converged to different minima. The def2-TZVPD and larger def2-QZVPD basis set include

an effective core potential function for iodine atoms,10 approximately treating scalar relativistic effects. This series of

basis sets are well parametrised for describing polarisabilities and associated electron densities of each atom, which

is an important consideration for the correct description of anions.8 The minimum energy geometries and vibrational

frequencies were reoptimised at the CCSD(T)//def2-TZVPD level of theory.11 Single-point energies were computed at

the CCSD(T)/def2-QZVPD level of theory to assess basis set convergence of the ADE and VDE values. The CCSD(T)

level of theory yielded the iodine atomic electron affinity at 3.13 eV (def2-TZVPD basis set) and 3.25 eV (def2-QZVPD

basis set), with the former in good agreement with the experimental value of 3.06 eV.12 The better agreement with

experiment for a smaller basis set is presumably from cancellation of errors (Pauling point agreement).

Atomic charges for each anion isomer were computed at the CCSD/def2-TZVPD [CCSD(T)//def2-TZVPD optimised

geometries] level of theory using the natural bond order (NBO) scheme as implemented in Gaussian 16.13

Vertical excitation energies of anion singlet states were computed at the EOM-CCSD/def2-TZVPD and EOM-

CCSD/def2-QZVPD levels of theory assuming optimised geometries for the ground electronic state at the CCSD(T)//def2-

TZVPD level of theory.14

Simulation of the direct photodetachment spectra for IF−
2 was performed using the Franck-Condon algorithm

implemented in Gaussian 16 at the CCSD(T)//def2-TZVPD and (time-dependent) ωB97X-D//def2-TZVPD levels of

theory.15,16
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Species VEE / eV ( f in parentheses)
IF−

2 : [F-I-F]− B2g & B3g: 4.50 (0.0), B1g & Ag: 5.78 (0.0)
def2-QZVPD B2g & B3g: 4.51 (0.0), B1g & Ag: 5.69 (0.0)
I2F−: [I-I-F]− B1 & B2: 3.59 (7×10−3), B1 & B2: 4.80 (3×10−3), A1: 5.16 (0.9), B2: 5.46 (0.04)
def2-QZVPD B1 & B2: 3.60 (7×10−3), B1 & B2: 4.82 (3×10−3), A1: 5.21 (0.9), B2: 5.33 (0.03)
I2F−: [I-F-I]− B1 & B2: 2.27 (0.0), B1 & B2: 2.53 (3×10−4), A1: 3.57 (1.5), B2: 4.88 (0.03)
def2-QZVPD B1 & B2: 2.27 (0.0), B1 & B2: 2.54 (2×10−4), A1: 3.58 (1.5), B2: 4.81 (1×10−3)

Table S1 Calculated vertical excitation energies (VEEs) for IF−
2 and I2F− at the EOM-CCSD/def2-TZVPD and EOM-CCSD/def2-

QZVPD levels of theory assuming CCSD(T)//def2-TZVPD optimised geometries.

Vertical excitation energies
Vertical excitation energies (VEEs) calculated at the EOM-CCSD/def2-TZVPD and EOM-CCSD/def2-QZVPD [CCSD(T)//def2-

TZVPD optimised geometries] levels of theory are given in Table S1. In all cases, the triple-ζ basis set values are close

to the quadruple-ζ values, indicating that the vertical excitation energies are roughly converged with basis set size.

Franck-Condon simulations at higher temperature
This section provides further evidence for the ADE assignments in the photoelectron spectra for IF−

2 as the [I-F-I]−

isomer. Briefly, ions produced in the plasma discharge source underwent jet cooling, however, some fraction of vibra-

tionally excited anions may give rise to hot bands. To assess potential contributions from hot bands, we performed

Franck-Condon direct photodetachment simulations to form the ground electronic state of the [F-I-F] species (Fig. S1)

and to form the A1 state of the [I-I-F] species (Fig. S1) assuming the temperatures of 100, 200 and 300 K. For [F-I-F],

the simulations show that an increase in temperature leads to an increase in hot band intensity and a decrease in

intensity of the main Franck-Condon modes. Simulations at higher temperatures (400 and 500 K) show further hot

band signal intensity increase and loss of vibrational resolution. For the A1 state of [I-I-F], the simulations indicate

that the vibration denoted by * in Fig. 3a in the paper is due to hot band signal.
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Figure S1 Photoelectron spectra for IF−
2 and Franck-Condon simulations at temperatures of: (a) 100 K, (b) 200 K and (c) 300 K.

Weak signal at ≈3.95 eV is consistent with hot bands.
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Figure S2 Franck-Condon simulations for photodetachment to form the A1 state of [I-I-F] at temperatures of: (a) 100 K, (b) 200 K
and (c) 300 K. Hot band signal is evident in the 200 and 300 K simulations.
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