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1 Details of Electron-Phonon Coupling Determina-
tion

The electron-phonon coupling constant is determined by applying
Eq. 1 from the Main Text to distinct pairs of the intensity peaks
in the growth uptake curve of Fig. 1 in the Main Text. It is noted
that Eq. 1 assumes that each subsequent peak is of lower inten-
sity than the previous one. However, in the Na/Ru(0001) uptake
curve, the second monolayer peak is actually slightly lower than
the third. This occasional oscillation from the overall trend is
not uncommon, and is attributed by Benedek, et al. (2018) and
Hinch, et al. (1989) to quantum size effects from changes to
quantized electronic energy levels during multilayer growth1,2.
For the purposes of calculating an electron-phonon coupling con-
stant then, the anomalous second peak cannot be used; this ex-
clusion of anomalous peaks is consistent with the method used by
Benedek, et al. (2018)1. It follows that evaluating coupling val-
ues using the three distinct pairs involving the three remaining
peaks yields values of 0.57, 0.62, and 0.73, yielding an overall
electron-phonon coupling constant of λ = 0.64±0.06.

2 Analysis of Coverage from Growth Uptake Curve
From the growth uptake curve, the coverage can be estimated.
For an initial specular scattering intensity I0, the dose for dynam-
ics measurements presented in this work is stopped when the in-
tensity equals I0/4.3. For a linear dosing rate and a monolayer
coverage of 0.56 from Hertel, et al. (1994)3, a coverage of 0.028,
the value estimated from the de Gennes feature in Fig. 2, would
occur 22.6 seconds after dosing is started. In this study, the dose
is stopped at I0/4.3, which corresponds to a time of 21.3 s. These
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values are in strong agreement, as shown in Fig. 1, providing
additional confirmation that the coverage is very close to 0.028.

Fig. 1 For dynamics measurements in this study, the Na dose is stopped
at an intensity of I0/4.3; the initial intensity is given by I0. With a linear
dosing rate, a coverage of 0.028 would correspond to a time of 22.6 s
after dosing is started, shown by the red line. The actual time at which
the dose is stopped, corresponding to I0/4.3, is 21.3 s, shown by the blue
line. It is thus evident that the values are in strong agreement, confirming
that the coverage is very close to the value of 0.028 deduced from the
de Gennes feature in Fig. 2 of the main text.

3 Details of Density Functional Theory Calculations
Here the Na structural optimisation was performed with a tol-
erance of 25 meV/Å, and we employ ultrasoft pseudopotentials,
with a basis set cutoff energy of 400 eV. In addition, going be-
yond previous calculations with similar level of accuracy, e.g.
the work of Fratesi4, the Tkatchenko-Scheffler dispersion correc-
tion scheme, along with a self-consistent dipole correction, is ap-
plied5–7. Potential energy landscapes describing the Na diffusion
on Ru(0001) are obtained with a machine learning implementa-
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Fig. 2 Comparison of Bayesian relative probabilities for modeling the data with MD simulations using the 4×4 DFT-based PES. The Bayesian method
outputs raw probability values, which are then scaled using multiplication by the same constant factor, such that the lowest probability value is 1.
These relative probabilities are denoted by P, and we present their natural logarithm above. Since the Bayesian method accounts for each ISF spin-echo
time point at each momentum transfer, the relative probabilities show a sharp maximum.

Fig. 3 Comparisons between sample 4× 4 best-fit MD Simulations ISFs, Single-Exponential Fits, and experimental data. Red curves are single
exponential fits and green curves are MD Simulations ISFs. (a) Data and fits for ∆K= 0.25Å

−1
. (b) Data and fits for ∆K= 0.6Å

−1
.

tion of the classical nudged elastic band (NEB) algorithm (ML-
NEB)8–11. The ML-NEB algorithm provides an effective approach
for transition state searches, with improved computational effi-
ciency compared to a classic full-image NEB algorithm. ML-NEB
minimises the number of DFT single point energy function calls
by incorporating a Gaussian process regression model to learn a
surrogate model describing the true molecular electrostatic po-
tential.

4 Comparison of Different Friction Values in MD
Simulations

Friction plays an important role in the dephasing rate dependence
on momentum transfer. Fig. 2 shows a comparison of Bayesian
relative probabilities for modeling the data with MD simulations
using the 4×4 DFT-based PES. The Bayesian method outputs raw
probability values, which are then scaled using multiplication by
the same constant factor, so that the lowest probability value is 1.
These relative probabilities are denoted by P, and we present their
natural logarithm in Fig. 2. Since the Bayesian method accounts
for each ISF spin-echo time point at each momentum transfer, the
relative probabilities show a sharp maximum. It is evident that
0.3 ps−1 is clearly the best-fit friction for the 4×4 PES, with even

nearby values having relative probabilities which are orders of
magnitude lower.

5 MD Best-Fit and Single Exponential Fit ISFs
Comparison

In Fig. 3, comparisons between the 4×4 best-fit MD Simulations
ISFs, single exponential fits, and experimental data are shown for

two sample ∆K values of 0.25Å
−1

and 0.6Å
−1

. The green curves
are aligned to the data by multiplying by a constant factor and
adding a constant shift to the raw MD simulation ISFs. Both the
multiplicative factor and additive shift are determined directly
from the global Bayesian fitting method. It is evident that the
green MD best-fit curves match the data more closely than the sin-
gle exponential curves can overall, demonstrating the value of us-
ing the combined Bayesian analysis and MD simulations method
to model the data.
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