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8 1. Temporal evolution of the first laser formed bubble

9 The temporal evolution of the first laser formed bubble (LFB) were obtained by shadowgraphic 
10 measurements, as shown in Fig. S1. It can be observed that the LFB expands reaching its maximum 
11 volume at 120 μs after the first laser pulse. From then on, the LFB starts to shrink and collapses at 
12 240 μs. There also exists twice rebounds of smaller bubbles (250-310 μs, 310-350 μs), which 
13 finally disappear after 350 μs.

14
15 Figure S1. Time-resolved shadowgraph images of the first laser formed bubble (E1 = 6mJ). The laser was 
16 incident from the right-side. The number on the top-left of each image stands for the delay between the first 
17 laser pulse and image measurement. Each shadowgraph is recorded from independent breakdown event, by 
18 using the flash lamp for illumination (duration ~ 10 μs) and the ICCD camera for imaging (gate width ~ 1 
19 μs).

20 From the time-resolved shadowgraph images presented above, the temporal evolution of bubble 
21 radius R can be extracted (cf. black circles in Fig. S2a). The maximum bubble radius determined 
22 is 1.3 mm, corresponding to the delay time of 120 μs after the first laser pulse. By fitting R2 with 
23 a fifth order polynomial regression1, an accurate interpolation of bubble radius R can be obtained 
24 (cf. black trace in Fig. S2a). The dynamics of laser-induced bubble can be described by a 
25 generalized Rayleigh-Plesset equation2:
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2 where R is the radius of bubble,  is the inner pressure of the bubble,  is the ambient liquid 𝑃𝐵(𝑡) 𝑃∞

3 pressure (105 Pa), and , ,  are the density, dynamic viscosity and surface tension of water, 𝜌𝑙 𝜂𝑙 𝜎𝑙

4 respectively. 

5 Assuming an adiabatic van der Waals equation of state for the bubble interior without heat and 
6 mass exchange, the vapor pressure and temperature inside the bubble can be given by2-4:
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9 where  is the radius at which the inner pressure equals to the ambient pressure (0.43 mm used 𝑅∞

10 here),  is the initial temperature (451 K used here), h is the radius determined by the excluded 𝑇∞

11 volume of water molecules ( ) 2, and  is the ratio of specific heats. ℎ = 𝑅∞ 9.174 𝛾 = 𝐶𝑝 𝐶𝑣 = 1.13

12 According to the Rayleigh-Plesset model, the temporal evolution of the internal pressure and 
13 temperature of the first LFB have been calculated, which are depicted in blue dashed line and 
14 magenta solid line in Fig. S2b, respectively. As the first LFB expands reaching the maximum 
15 radius at 120 μs, its inner pressure reduces at saturated vapor pressure (Pmin = 2330 Pa) and the 
16 inner temperature approaches to ambient temperature (Tmin = 293 K)5-6. The low pressure at the 
17 maximum expansion is considered to be the optimal background condition for underwater DP-
18 LIBS experiments4. Hence, the inter-pulse delay corresponding to the maximum expansion of the 
19 first LFB, i.e. 120 μs, is used in the present work.



1

2 Figure S2. (a) Temporal evolution of the bubble radius and wall velocity after the first laser pulse. The 
3 black circles in (a) are the raw data extracted from bubble images shown in Fig. S1, whereas the black solid 
4 line is the corresponding polynomial regression and the red solid line is the wall velocity calculated basing 
5 on the fitted curve of bubble radius. (b) Calculated inner pressure (blue dashed line) and temperature 
6 (magenta solid line) of the first laser formed bubble as a function of time. 

7 2. Comparison of the typical spectra of SP-LIBS and DP-LIBS in bulk water

8 For a comprehensive understanding, the typical emission spectrum of underwater DP-LIBS 
9 induced by a combination of E1 = 6 mJ and E2 = 30 mJ, is further compared with that of SP-LIBS 

10 induced by 6 mJ and 36 mJ, respectively. The spectra were recorded with a gate delay of 300 ns 
11 and a gate width of 2000 ns. Although the laser pulse energy increases from 6 mJ to 30 mJ, only 
12 the calcium atomic line at 422.7 nm can be observed in the case of SP-LIBS (cf. Fig. S3a and Fig. 
13 S3b). In contrast, the spectrum of DP-LIBS exhibits more lines with higher ionization and 
14 excitation states, e.g., Ca II at 393.4 /396.8 nm and H I at 656.3 nm. Quantitively, the peak intensity 
15 of Ca I increased by 3-fold when the laser pulse energy was changed from 6 mJ to 36 mJ in SP-
16 LIBS, while the DP-LIBS resulted in 10-fold increment of Ca I intensity with respect to SP-LIBS 
17 at 36 mJ. The energy effect can be excluded when comparing the spectrum of SP-LIBS and DP-
18 LIBS with identical input energy (36 mJ, cf. Fig. S3b and Fig. S3c). Thus, we confirm that the 
19 excitation efficiency of double-pulse is much higher than that of single-pulse.
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2 Figure S3. The typical emission spectra of underwater SP-LIBS induced by the laser pulse energy of 6 mJ 
3 (a) and 36 mJ (b), in comparison to that of underwater DP-LIBS induced by the combination of 6 mJ and 
4 30 mJ (c). The spectra are recorded with a gate delay of 300 ns and a gate width of 2000 ns. 

5 The time-resolved SBR (signal-to-background ratio) of the calcium atomic line at 422.7 nm, was 
6 estimated for SP-LIBS and DP-LIBS, respectively (cf. Fig. S4). Then the delay time corresponding 
7 to the maximum SBR was determined to be 0.5 μs for SP-LIBS and 1.5 μs for DP-LIBS. Further 
8 comparison of the spectra between SP-LIBS and DP-LIBS at the maximum SBR delay condition 
9 is given in Fig. S5. It can be seen that the spectrum of underwater SP-LIBS is still dominated by 

10 the calcium atomic line at 422.7 and the CaOH molecular bands at 554.0/623.0 nm, while the ionic 
11 emissions (Ca II 393.4/396.8 nm) are rather weak. In contrast, the spectrum of underwater DP-
12 LIBS possesses more emission lines stemming from higher excitation states. Here, the differences 
13 of spectral components between SP-LIBS and DP-LIBS at the maximum SBR delay condition are 
14 similar to that obtained at identical delays of 1.5 μs and 3 μs (cf. Fig. 2). 



1

2 Figure S4. The signal-to-background ratio of the calcium atomic line at 422.7 nm as a function of delay 
3 time, in the case of SP-LIBS (blue squares and trace) and DP-LIBS (red circles and trace) respectively. The 
4 spectra were recorded with a gate width of 500 ns. 

5

6 Figure S5. Comparison of the spectra between underwater SP-LIBS (30 mJ, the blue trace in the bottom 
7 chart) and DP-LIBS (6 mJ and 30 mJ, the red trace in the top chart) at the maximum SBR delay condition. 
8 The spectra are recorded at gate delays of 0.5 μs for SP-LIBS and 1.5 μs for DP-LIBS, with a gate width of 
9 500 ns.

10 3. Temporally resolved, spatially integrated plasma temperature and electron density

11 By carefully inspecting the time-resolved spectra of underwater DP-LIBS, it is found that the 
12 estimation of plasma parameters (electron density and temperature) is challenging due to the 
13 limited number of lines available in the spectrum. When using the 500 ppm Ca2+-containing water 
14 solution as the sample, only resonant lines of Ca II 393.4, 396.8 nm and Ca I 422.7 nm are 
15 observable throughout a wide span of the plasma lifecycle. However, these resonant lines are quite 
16 susceptible to self-absorption, which would severely distort the line profile7. Although there are 



1 some non-resonant lines induced by double-pulse, the persistence of each individual cannot cover 
2 the entire plasma lifecycle. For instance, the emission of calcium atomic line at 442.5 nm 
3 (4.680→1.879 eV) appears at 50 ns but rapidly extinguishes at around 550 ns, while the hydrogen 
4 atomic lines occur after a delay of 500 ns, and persist until 2 μs. For electron density determination, 
5 H-β line is commonly used as the first choice, because of its high intensity, sufficiently large line 
6 broadening, and relatively small possibility of self-absorption7. Considering the non-resonant 
7 factor and transient features of the spectrum, the calcium atomic line at 442.5 nm and hydrogen 
8 atomic line at 486.1 nm (H-β) were combined to estimate the electron density of DP-LIP in the 
9 early stage and in later stage respectively. Specifically, the electron density was estimated from 

10 the Stark-broadening of Ca I at 442.7 nm and H I at 486.1 nm. If the electron density is higher than 
11 1015 cm-3, which is generally valid for a long period of time after plasma formation, the line profiles 
12 will be dominated by Stark broadening, while Doppler and natural broadening can be negligible7. 
13 However, the measured line profiles may be distorted by the instrumental broadening, including 
14 the influences of the entrance slit, grating and detector of the spectrometer. The instrumental line 
15 shapes are usually close to Gaussian profile8-9. Thus, the observable spectral line profile is the 
16 convolution of the Stark-broadening (Lorentzian) and the instrumental (Gaussian) contributions, 
17 resulting in the Voigt profile. Practically, the experimental spectral lines of Ca I 442.5 nm and H 
18 I 486.1 nm were fitted to a good degree of accuracy by the Voigt function (R2 > 0.98). 

19 For deconvolution of the Stark-broadening component, the knowledge of the fixed Gaussian, i.e., 
20 the instrumental broadening (Acton SP-2500i, 300 g/mm grating, 50 μm slit width, 13 μm pixel 
21 size) is also needed8-9. Here a low-pressure Hg lamp (SOFN Instruments Co., Ltd, 7ILM3) was 
22 used as the light source for the measurement of the instrumental profile, whose intrinsic linewidth 
23 can be neglected comparing to the instrumental linewidth. The FWHM (full width at half 
24 maximum) of the inherent lines at 404.66 nm, 435.83 nm and 546.07 nm were determined as 0.508 
25 nm, 0.507 nm and 0.504 nm, respectively. Considering the spectral region of interest, we 
26 extrapolated the data, and derived the instrumental linewidth at the wavelength of 442.5 nm and 
27 486.1 nm as 0.507 nm and 0.506 nm, respectively. With such pre-determined Gaussian fraction, 
28 the Stark-broadening linewidth was then approximated from the experimentally fitted Voigt 
29 FWHM10:
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31 where  is the Voigt FWHM,  is the Gaussian linewidth,  is the Lorentzian ∆𝜆𝐹𝑊𝐻𝑀, 𝑉 ∆𝜆𝐹𝑊𝐻𝑀, 𝐺 ∆𝜆𝐹𝑊𝐻𝑀,𝐿

32 FWHM. This empirical formula can offer overall high accuracy with no constraints on Gaussian 
33 (instrumental broadening) and Lorentzian (Stark-broadening) contributions.

34 The hydrogen atom exhibits a linear Stark effect, whereas other atoms exhibit a quadratic Stark 
35 effect. In the early stage, when using the calcium atomic line at 442.5 nm (non-hydrogen-like), the 
36 relation between the electron density and the Lorentzian FWHM of the line can be described as:

37    (5),Δ𝜆𝐹𝑊𝐻𝑀,  𝐿 ≈ 2 × 10 ‒ 16𝑤𝑁𝑒



1 which mainly considers the contribution from electron broadening7. Here w is the electron impact 
2 parameter at , with an approximate value of  (T~10000 K) for the line 𝑁𝑒 = 1016𝑐𝑚 ‒ 3

8.14 × 10 ‒ 2 Å
3 of Ca I 442.5 nm11. 

4 In the later stage, by using the H-β line with linear Stark effect, the relation between the electron 
5 density and the Lorentzian FWHM is given by:

6    (6),𝑁𝑒 = 𝐶(𝑁𝑒,𝑇𝑒)∆𝜆 3/2
𝐹𝑊𝐻𝑀, 𝐿

7 where the coefficient  depends weakly on Ne and Te, with a value of 2.98×1014 -3/2cm-3 for 𝐶(𝑁𝑒,𝑇𝑒) Å
8 the H-β line at Te ~ 10000 K and Ne ~ 1017 cm-3.7, 11 

9 The estimated electron densities from Ca I 442.5 nm and H I 486.1 nm are shown as black squares 
10 and red circles respectively, in Fig. S6. Similar values can be found at the conjunction of the two 
11 stages around 550 ns. The combined profile suggests transient increasing processes of the electron 
12 density at the delay time of 250 ns and 550 ns. 

13
14 Figure S6. Electron number density of the secondary plasma induced by double-pulse as a function of time. 
15 The black, red markers and traces correspond to the electron number density estimated from the Ca I at 
16 442.5 nm and H I at 486.1 nm, respectively. The dataset is recorded with a gate width of 50 ns before the 
17 delay time of 1050 ns, and with a gate width of 100 ns for the later delay times.

18 For the estimation of plasma temperature, the Saha-Boltzmann plot method of Ca II 393.4/396.8 
19 nm and Ca I 422.7 nm is commonly used for underwater-LIP. Prior to the application of this 
20 method, the self-absorption effects of the involved lines have been evaluated with a qualitative 
21 indicator, i.e., the intensity ratio of the two resonant Ca II lines at 393.4 nm and 396.8 nm. As the 
22 two Ca II lines correspond to the same ground state, the self-absorption would affect the stronger 
23 one (393.4 nm) more severely. Therefore, a large value of the intensity ratio, I393nm/I396nm, would 
24 indicate a weak self-absorption effect, while a small value would indicate a heavy self-
25 absorption12. In the present experimental condition, it was found that only in the later stage (after 
26 ~500 ns), this intensity ratio could maintain a relatively high and stable value (cf. red circles and 
27 trace in Fig. S7), ensuring a mild effect of self-absorption on the temperature evaluation. 
28 Accordingly, after the delay of 500 ns, the intensities of Ca II 393.4/396.8 nm and Ca I 422.7 nm 
29 as well as the electron density in Fig. S6 were employed to determine the plasma temperature 



1 through the Saha-Boltzmann plot. As shown in Fig. S7, the temperature of the underwater DP-LIP 
2 presents a slow decay and remains higher than 6000 K within the delay of 2 μs.

3

4 Figure S7. The plasma temperature (black squares and black trace) of underwater DP-LIP and the 
5 corresponding intensity ratio of the two resonant Ca II lines (I393nm/I396nm, red circles and red trace) as a 
6 function of delay time. The left and right axes are assigned with the same color as the markers/traces. The 
7 dataset is recorded with a gate width of 50 ns before the delay time of 1050 ns, and with a gate width of 
8 100 ns for the later delay times.

9 4. Composite images of different species

10

11 Figure S8. Composite images of the species-specific emissions from Ca I and H I at different delay times. 
12 The red color scale is used for representing the emission intensity of the Ca I emitter, while the green color 
13 scale is set for the emitter of H I. The laser beams are incident from the right-side, and the white cycle in 
14 each image corresponds to the boundary of the first LFB.

15 5. Temporal evolution of the second laser formed bubble without and with the first laser pulse



1 The time-resolved shadowgraph images of the second laser formed bubble were obtained with 
2 laser 1 on (cf. main text, Fig. 8) and laser 1 off (data not shown). Then the corresponding temporal 
3 evolution of the bubble radius can be extracted from the shadowgraph images (cf. black circles in 
4 Fig. S9). According to the Rayleigh-Plesset model (cf. SI, Section 1), the temporal evolution of 
5 the inner pressure of the second LFB have been calculated, which are depicted in blue dotted line 
6 (cf. Fig. S9). 

7 As shown in Fig. S9, with laser 1 on, i.e., the maximum radius of the second LFB was 0.92 mm at 
8 the delay time of 120 μs. In contrast, with laser 1 off, the second LFB can expand to reach a much 
9 larger maximum radius, 3.34 mm, at the delay of 200 μs. It indicates that, with the existence of the 

10 first LFB, only a small amount of the second laser pulse energy (E2 = 30 mJ) can be deposited into 
11 the second LFB. Notably, with laser 1 on, during the lifecycle of the downstream part of the 
12 secondary plasma (≤ 6 μs), the second LFB is confined in a small volume (R < 0.4 mm), and 
13 corresponds to a relatively high inner pressure (PB ~ 0.5×105-7.6×105 Pa).

14

15
16 Figure S9. Temporal evolution of the radius (black circles and solid line) and inner pressure (blue dotted 
17 line) of the second laser formed bubble, with laser 1 on (a) and laser 1 is off (b). The black circles represent 
18 the raw data extracted from bubble images, which were taken after the second laser pulse with laser 1 on 
19 or laser 1 off, and the black solid line is the corresponding polynomial regression. 
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