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S1. Structure preparations of proteins 

  The PDB IDs of the closed and open structures of the spike protein were 6VXX1 

(resolution 2.80 Å) and 6VYB1 (3.20 Å), respectively. These PDB structure data lack a 

significant number of amino acid residues due to relatively low resolutions of cryo-EM 

structures; no internal water molecule was found within the three protein chains. Hence, 

the MOE2 utility was used to compensate the missing parts with homology modeling and 

also to add hydrogen atoms. With the AMBER10:EHT force field,3 the positions of 

hydrogen atoms were first optimized and then other parts were relaxed under the 

harmonic restraint on the main chains. Charged models were assigned to the N- and C-

termini of the protein chains. The total number of residues was 3363 for both processed 

structures, and the numbers of atoms were 51675 for 6VXX and 51671 and 6VYB; these 

small differences due to the homology modeling could not have affected the main results. 

For the processed structures of 6VXX and 6VYB, a classical molecular dynamics 

(MD)-based relaxation with the ff14SB force field4 was performed by using the 

AMBER18 program.5 We performed the structure relaxation while restraining the main 

chain atoms to their original positions with a harmonic potential: Step (1) thermal 

elevation from 0 K to 50 K (50 ps), Step (2) thermal equilibration (1 ns), Step (3) thermal 

annealing at 10 K (100 ps), and Step (4) re-optimization on MD structure of step (3). 



These MD calculations were performed in vacuum without a periodic boundary condition 

on the TSUBAME3.0 supercomputer. The time step was set to 1 fs without bond 

constraints. 

The resolutions of 6M0J (RBD6 with ACE2)7 and 7BZ5 (RBD with B38 Fab antibody)8 

were 2.45 Å and 1.84 Å, respectively, and these values were better than those of 6VXX 

and 6VYB. Standard processing with MOE was used: the attachment of hydrogen atoms 

and the optimization with the AMBER10:EHT force field. The N- and C-termini of the 

RBD were set to neutral because the RBD is part of a protein chain. The numbers of total 

residues of 6M0J and 7BZ5 were 784 and 629, respectively. The number of water 

molecules retained from the original PDB records were 80 (fully kept) for 6M0J and 305 

(reduced from 519) for 7BZ5. In 6M0J, no water molecule was found in the interfacial 

region between RBD and ACE2, and all the water molecules were distributed over protein 

surfaces. In 7BZ5, however, there existed a number of water molecules at both interfacial 

and surrounding regions; hence, we removed those farther than 30 Å from Lys417 as a 

key residue of salt-bridge. 

Ideally, the inclusion of hydration effect with water molecules as well as counter ions 

is desirable for the structure modeling of spike protein and RDB complexes, based on 

MD simulations. However, the execution of fragment molecular orbital (FMO) 



calculation for these systems was far from practical, because a total number of fragments 

in such an explicitly hydrated structure would reach tens of thousands. In Refs. 9-12, the 

influenza virus hemagglutinin was investigated by the FMO interaction analyses, where 

no hydration effect was taken into account as in the case of present study. In spite of this 

restriction in the structure modeling of hemagglutinin complexes, the nature of 

interactions between protein chains and Fab antibody or sugar moieties as well as the 

potential mutation points were successfully revealed through discussions of relative (not 

absolute) IFIE values. We would thus consider that the present prepared protein structures 

are acceptable, as long as caution should be paid in discussion for the existence of water 

molecules for separated RBD complexes (6M0J and 7BZ5) in comparison with full trimer 

chain models (6VXX and 6VYB). 
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S2. Fragment molecular orbital calculations 

  In the present study, the ABINIT-MP program1 was adopted for all of the fragment 

molecular orbital (FMO) calculations at the conventional two-body expansion.1-4 The 

proteins were fragmented in the usual residue-by-residue manner. A series of interaction 

analyses were performed based upon the lists of inter-fragment interaction energy 

(IFIE),1,5 which is also called pair interaction energy (PIE)4 in GAMESS-US.6 The 

decomposition analysis of PIE (PIEDA)7,8 was used to understand the nature of 

interactions in more detail when necessary.9-15 In PIEDA, the electrostatic (ES), Pauli 

exchange (EX), and charge transfer (CT) energies are evaluated at the Hartree-Fock (HF) 

level.16 The remaining contribution from dispersion interaction (DI) is usually calculated 

at the second-order Møller-Plesset perturbation (MP2) level16,17 as a standard beyond-HF 

recipe. The / and CH/18 interactions are of the dispersion type, and HF hardly 

describes these stabilizations. 

It is known that MP2 overestimates the interaction energy, but that this overestimation 

can be remedied by higher-order correlated treatments in which electron pair - pair 

interactions are incorporated.16 Manifestly, the coupled cluster singles and doubles with 

perturbative triples (CCSD(T))17 is the best recipe; however, its cost of computation for 

larger systems is too high. Note that the formal cost orders of MP2, the third-order MP 



(MP3), and CCSD(T) are non-iterative N5, non-iterative N6, and iterative N6 plus non-

iterative N7 (N is the number of MOs in a given system), respectively.17 The naive MP3 

evaluation rather underestimates interaction energies, especially dispersion-type 

interactions. Pitonak et al.19 thus proposed a scaling scheme named MP2.5 in which the 

MP3 incremental correlation energy to be added to the MP2 energy is halved by 

considering the convergence behavior toward the final value by CCSD(T). In fact, MP2.5 

scaling favorably improved the evaluation of interaction energies.20,21 In Ref. 21, besides 

MP2.5, we attempted its extended version, namely, MP3.5, with the halved incremental 

correlation energy by the MP417 with singles, doubles, and quadruples (MP4(SDQ)). Our 

MP3.5 scheme was different from Katron’s proposal,22 in which the full MP4 included 

triples with N7 cost. MP3.5 showed slightly better convergence performance than MP2.5 

did. 

The 6-31G*23 and cc-pVDZ24 basis sets were used in the present FMO calculations. 

The basis set dependence on IFIE values was previously tested for some archetype cases 

of dispersion-driven interactions at the MP2 level.25 Ref. 25 showed a better flexibility of 

cc-pVDZ over 6-31G* and also a necessity of cc-pVTZ24 or cc-pVQZ basis sets for 

accurate estimations. Unfortunately, the FMO calculation with cc-pVTZ for the spike 

protein is prohibitive even with currently available supercomputers of the highest level 



performance (addressed below). We would thus have a stance that the cc-pVDZ basis set 

in conjunction with the MP3.5 scaling estimation is a practical choice of best-effort at the 

present time. 

In ABINIT-MP, the MP3 calculation has been supported with a dedicated module,26 

and several higher-order methods up to CCSD(T) have been available with a general 

beyond-MP2 module27 as well; these modules require more memory spaces than the MP2 

module does. The FMO-MP3 (with PIEDA option8) jobs26 were executed on the Fugaku 

supercomputer operated by the RIKEN Center for Computational Science (R-CCS). 

Under an OpenMP/MPI hybrid parallelization, a total of 48 cores (A64FX) with a 16 GB 

shared memory setting (thread parallelization) per node were utilized for the internal 

processing of the fragment monomer or dimer. A total of 3072 nodes (for process 

parallelization) were employed; a total number of cores was thus as many as 147456. In 

contrast, the FMO-MP4(SDQ) jobs27 were run on ITO Subsystem-A at Kyushu 

University under a dedicated usage of computing resources. A memory space of 75 GB 

and 18 cores (Intel Xeon Gold 6154) were assigned to the internal fragment processing 

with an OpenMP thread parallelism, and a total of 2000 MPI processes were invoked for 

the list of fragment monomers and dimers; a total number of used cores was 36000. 

On Fugaku, the FMO-MP2 jobs28-30 with a partial renormalization (PR-MP2)31 option 



were imposed as well. PR-MP2 reduced the trend of the overestimation of IFIE values, 

within the same cost of MP2. The correlation energies of IFIE or DI energies in PIEDA 

were then evaluated by the correlation energies of MP2, PR-MP2, MP2.5, MP3, MP3.5, 

and MP4(SDQ). 

Dimers consisting of distant monomers (> 2 sum of van der Waals contact radii) are 

usually treated by the dimer electrostatic approximation (Dimer-ES)32, by which both HF 

and correlated calculations are skipped. Dimer-ES works well for medium-sized proteins 

(a few hundred residues). However, the cost of integral evaluations grows rapidly when 

the number of residues becomes a few thousand. In the ABINIT-MP program, the 

continuous multipole moment (CMM) evaluation33 has been available to accelerate the 

Dimer-ES step (typically 20 times). The difference in the total HF energy can be 

maintained as small as 1.0x10-4 au, as long as the proper threshold is set to define the truly 

far region (> 5 sum of van der Waals contact radii). The Dimer-ES CMM option was thus 

used in the present calculations for the spike protein and the RBD complexes. 

The numbers of fragments of 6VXX (closed) and 6VYB (open) were 3327 and 3328, 

respectively. The bridged Cys-Cys was merged into a single fragment. The timings of 

FMO-MP326 jobs for 6VXX were 1.9 h for the 6-31G* basis and 3.4 h for the cc-pVDZ 

basis on Fugaku. Interestingly, the FMO-MP2 jobs of 6-31G* and cc-pVDZ were 



completed in 0.9 h and 1.7 h, respectively. Namely, the incremental factor from MP2 to 

MP3 was as small as only 2, demonstrating the utility and practicality of FMO-MP3 

calculations on Fugaku; the formal scaling costs of N5 versus N6 are not necessarily valid 

for FMO calculations with massive computing facilities.26 On the other hand, the timings 

of FMO-MP4(SDQ)27 jobs for 6VXX were 5.4 h (6-31G*) and 8.6 h (cc-pVDZ), 

respectively, on ITO Subsystem-A. The jobs for 6VYB were processed in timings similar 

to those for 6VXX. 

6M0J (RBD - ACE2) and 7BZ5 (RBD - B38 Fab) had 864 and 926 fragments, 

respectively, because a number of water molecules (in the interfacial region) were 

included besides proteins. The timings of FMO-MP3/cc-pVDZ jobs for 6M0J and 7BZ5 

on 768 nodes of Fugaku (48 cores per fragment) were 2.5 h and 2.1 h, respectively. With 

1000 processes (18 cores per fragment for threads) of ITO Subsystem-A, the FMO-

MP4(SDQ)/cc-pVDZ jobs for 6M0J and 7BZ5 were finished in 4.3 h and 3.2 h, 

respectively. 

The PIEDA results were excessively large for the spike protein (6VXX and 6VYB), 

and concise discussions are rather hard. We thus decided to show the corresponding data 

in another paper, in which the technique of singular value decomposition (SVD)34,35 is 

employed to extract essential features. In the present paper, a couple of RBD complexes 



(6M0J and 7BZ5) are discussed with the help of PIEDA; refer to Tables S11 and S13 as 

well as Figures S1 and S2 in Supplemental Information Part 2. 

  The system and compiler improvements to Fugaku have been ongoing, although its 

benchmark performance proved to be the world’s fastest as of November 2020 as well as 

June 2020.36 The above-noted timing results of FMO-MP3 were obtained in evaluation 

environments in the trial phase of Fugaku37 and thus were tentative; the performance, 

power, and other attributes at the start of its public use operation from fiscal year 2021 

(which in Japan begins April 1, 2021) cannot be guaranteed. Additionally, a direct 

comparison of job timing data between Fugaku and ITO Subsystem-A was unavailable 

because the computational environments of these two supercomputers and the modules 

used (for MP3 and MP4(SDQ)) differed from each other. 

As described so far, the present FMO calculations with ABINIT-MP1 were performed 

at up to the MP4(SDQ) level, based on the usage of two supercomputers, Fugaku and ITO 

Subsystem-A. With GAMESS-US,6 Katouda et al. carried out a resolution-of-identity 

MP2 (RI-MP2) type FMO computation for an influenza protein (968 residues), by using 

86016 cores of the K-computer (one before Fugaku), and its job time was only 0.3 h at 

that time.38 Massively parallel computing resources with over ten thousand cores on 

supercomputers should provide a power to make large-scale FMO calculations as in the 



cases of regular MO calculations.39,40 
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