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1 Benchmark of Density Functionals Against Experimental Data

Various density functionals were benchmarked against experimental data. The tested density functionals

comprise B3LYP,1–3 B97,4 B97M-rV,5 BHHLYP,1–3, BLYP,1,2 BP86VWN,1,6 M06-L,7 PBE,8 TPSS,9

ωB97M-V,10 and ωB97X-V.11 Although multi-reference ab initio methods are of course to be preferred

over Density Functional Theory (DFT) in the case of metal complexes, the large number of calculations

needed to determine the rupture forces and the Hessian matrices for the JEDI analysis necessitate the

use of a cost-efficient density functional. The def2-TZVP12 basis set was used in all calculations for all

atoms to provide a reliable description of the Fe−S bonds and the hydrogen bonds.

The performance of the density functionals was assessed by comparison to the experimental data

provided by Day et al.,13 who reported the bond lengths between Fe(III)/Fe(II) and the surrounding

sulfur atoms in rubredoxin. Day et al. find that the bond lengths in the Fe(III) complex are shorter than in

the Fe(II) complex, which agrees with chemical intuition. Also, those Fe−S bond lengths in which the

sulfur atom is involved in two hydrogen bonds with neighboring amino acids are observed to be longer

than if only one hydrogen bond is formed. Given that the protein environment has a significant influence

on these structural parameters and only a small model system can be treated quantum chemically, it is

unlikely that a single density functional can reproduce all experimental bond lengths. Nevertheless, it is

desirable that the general trend is reproduced. Another crucial point is that the same density functional

shall be used for all investigated systems so that the results for Fe(III) and Fe(II) can be compared to each

other.

To model the protein environment more realistically, a total of six formamide molecule were added to

the model systems [Fe(III)(SCH3)4]− and [Fe(II)(SCH3)4]2−, which form hydrogen bonds to the sulfur

atoms. As a result, two sulfur atoms are involved in two hydrogen bonds (mimicking Cys5 and Cys38)

and the other two sulfur atoms are involved in only one hydrogen bond (mimicking Cys8 and Cys41).

The results of the benchmark are given in Figures S1 and S2. As expected, the performance of the

density functionals is very diverse and no single functional reproduces all experimental parameters cor-

rectly. Particularly in the case of Cys8 and Cys41, in which one hydrogen bond is involved, all tested

functionals overestimate the experimentally observed Fe−S bond length. Nevertheless, most functionals

reproduce the general trend that those Fe−S bonds in which the sulfur atom is involved in two hydrogen

bonds are longer than in those cases in which only one hydrogen bond is formed. We found that the

BP86VWN functional offers an attractive compromise between agreement with the experiment and com-

putational cost, so we chose this functional for calculations reported in the paper. Moreover, BP86VWN
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was used successfully before to reproduce experimental Fe−S bond lengths in model complexes.14 It is

noted in passing that the application of a solvent model for water (C-PCM,15,16ε = 78) generally leads

to a deterioration of the agreement with the experimental data (Figures S3 and S4), so we ran all our

calculations in the gas phase.

B

A

Figure S1: Distances between the Fe(III) atom and the S atoms of Cys5 and Cys38 (A) as well as Cys8
and Cys41 (B), calculated with various density functionals in the gas phase for the [Fe(III)(SCH3)4]−

model system with six hydrogen bonds. The horizontal lines represent the experimental values of 2.31 Å
(Cys5), 2.33 Å (Cys38) and 2.25 Å (Cys 8 and Cys41) reported by Day et al.13
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Figure S2: Distances between the Fe(II) atom and the S atoms of Cys5 and Cys38 (A) as well as Cys8
and Cys41 (B), calculated with various density functionals in the gas phase for the [Fe(II)(SCH3)4]2−

model system with six hydrogen bonds. The horizontal lines represent the experimental values of 2.34 Å
(Cys5), 2.36 Å (Cys38) and 2.29 Å (Cys 8 and Cys41) reported by Day et al.13
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Figure S3: Distances between the Fe(III) atom and the S atoms of Cys5 and Cys38 (A) as well as
Cys8 and Cys41 (B), calculated with various density functionals using the Polarizable Continuum Model
(PCM, solvent: water, ε = 78) for the [Fe(III)(SCH3)4]− model system with six hydrogen bonds. The
horizontal lines represent the experimental values of 2.31 Å (Cys5), 2.33 Å (Cys38) and 2.25 Å (Cys 8
and Cys41) reported by Day et al.13
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Figure S4: Distances between the Fe(II) atom and the S atoms of Cys5 and Cys38 (A) as well as Cys8 and
Cys41 (B), calculated with various density functionals using the Polarizable Continuum Model (PCM,
solvent: water, ε = 78) for the [Fe(II)(SCH3)4]2−model system with six hydrogen bonds. The horizontal
lines represent the experimental values of 2.34 Å (Cys5), 2.36 Å (Cys38) and 2.29 Å (Cys 8 and Cys41)
reported by Day et al.13
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2 Averaged Fe−S distances in SMD simulations
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Figure S5: Fe−S distances averaged for 20 equally sized trajectory windows of all ten SMD trajectories.
At 100% trajectory progress, the first bond ruptures.
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3 Localized Orbital Bonding Analysis

The Localized Orbital Bonding Analysis (LOBA) provides an in-depth view of the bonding situation

in the model complexes. In general, similar Löwdin population numbers on two atoms involved in a

bond are interpreted as a sign for covalency. However, in typical heteronuclear bonds a disparity in the

occupation numbers is found, the degree of which has been suggested to be a measure of covalent bond

strength.17 In [Fe(III)(SCH3)4]−, each of the four sulfur atoms forms a bond with the central iron atom,

as evidenced by the Edmiston-Ruedenberg (ER) orbitals in combination with the Löwdin population

numbers (Figure S6). These bonds are formed in the space of β-electrons by a donation of one of the

three lone pairs of the sulfur atoms in the SCH−
3 ligands into the partially filled d-orbitals of iron. The

Löwdin occupation numbers on the iron and sulfur atoms are 0.33 and 0.62, respectively, emphasizing

that the electron density is not shared equally between iron and sulfur but instead donated by the sulfur

atoms. Nevertheless, the covalent character of the Fe(III)−S bonds in [Fe(III)(SCH3)4]− is distinctly

higher than in [Fe(II)(SCH3)4]2−, where the disparity between the population numbers on the iron and

sulfur atoms is more pronounced (Fe(II): 0.27, S: 0.68, Figure S7), which at least partially explains the

higher rupture force found in [Fe(III)(SCH3)4]−.
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Figure S6: Isosurfaces (isovalue = 0.10 a.u.) and Löwdin population numbers of the ER orbitals (β-spins)
of the Fe(III)−S bonds in [Fe(III)(SCH3)4]−. The plots were created using VMD.18
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Figure S7: Isosurfaces (isovalue = 0.10 a.u.) and Löwdin population numbers of the ER orbitals (β-spins)
of the Fe(II)−S bonds in [Fe(II)(SCH3)4]2−. The plots were created using VMD.18
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4 Rupture Force vs. Number of Hydrogen Bonds in [Fe(II)(SCH3)4]2−
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Figure S8: Rupture forces and charge transfer energies ∆ECT for [Fe(II)(SCH3)4]2− where a varying
number of hydrogen atoms is formed between the sulfur atoms and formamide molecules. Lines were
included to guide the eye.

In contrast to [Fe(III)(SCH3)4]−, the changes in charge-transfer energy in [Fe(II)(SCH3)4]2− when more

and more hydrogen bonds are added are relatively small and ∆ECT decreases almost monotonically upon

addition of formamide molecules. As evidenced by the progression of the Löwdin population numbers

of the ER orbitals of the Fe(II)−S bonds when adding formamide molecules (cf. Figure S10), this can

indeed be linked to a slight increase in covalent character of the Fe(II)−S bond. However, since the

covalent character of the Fe(II)−S bond is less pronounced than in the case of Fe(III)−S, the importance

of the charge-transfer term for the bonding interaction between Fe(II) and S is much lower.
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5 Fe−S Bond Lengths and Population Numbers in the Presence of

Formamide Molecules

The Fe−S bond lengths in the [Fe(III)(SCH3)4]− and [Fe(II)(SCH3)4]2− model systems as a function of

the number of hydrogen bonds formed between formamide molecules and the sulfur atoms are given in

Figure S9. Although the Fe−S bond length can increase significantly when the sulfur atom is involved in

a hydrogen bond with formamide, the Löwdin population numbers of the ER orbitals remain close to their

initial values (Figure S10) during the addition process. Except for an outlier in [Fe(III)(SCH3)4]− with

three formamide molecules, the occupation numbers even change slightly into the direction of increasing

covalency. This demonstrates that the covalent character of the model system is not perfectly correlated

with the number of hydrogen bonds, so that the low rupture force in the experiment cannot be attributed

to this effect.

A B

Figure S9: Fe−S bond lengths of the model systems [Fe(III)(SCH3)4]− (A) and [Fe(II)(SCH3)4]2− (B)
upon addition of formamide molecules that form hydrogen bonds with the sulfur atoms. Formamide
molecules were added to the sulfur atoms in the order S1, S2, S3, S4, S1, and S2. Lines were included to
guide the eye.
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A B

Figure S10: Löwdin population numbers of the ER orbitals of the Fe−S bonds in [Fe(III)(SCH3)4]− (A)
and [Fe(II)(SCH3)4]2− (B) upon addition of formamide molecules that form hydrogen bonds to the sulfur
atoms. The population numbers on the sulfur atom are shown in the top panel (solid lines), whereas those
on the iron atom are shown in the bottom panel (dashed lines). Formamide molecules were added to the
sulfur atoms in the order S1, S2, S3, S4, S1, and S2. Lines were included to guide the eye.
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6 Structural Parameters of the [Fe(III/II)(SCH3)4]
−/2− Model Sys-

tems

Structural parameters (Fe−S bond lengths and S−Fe−S bond angles) in [Fe(III)(SCH3)4]− and [Fe(II)(SCH3)4]2−

with no hydrogen bonds are given in Tables S1 and S2. The numbering scheme is the same as in the main

paper.

C1

C2

C3

C4 S1

S3S4

S2

Bond length [Fe(III)(SCH3)4]− (Å) [Fe(II)(SCH3)4]2− (Å)
Fe−S1 2.30 2.35
Fe−S2 2.30 2.35
Fe−S3 2.30 2.35
Fe−S4 2.30 2.35

Table S1: Fe−S bond lengths in [Fe(III)(SCH3)4]− and [Fe(II)(SCH3)4]2− at the BP86VWN/def2-TZVP
level of theory.

Bond angle [Fe(III)(SCH3)4]− (deg) [Fe(II)(SCH3)4]2− (deg)
S1−Fe−S2 109.8 107.1
S1−Fe−S3 108.9 107.8
S1−Fe−S4 109.6 113.3
S2−Fe−S3 109.0 113.4
S2−Fe−S4 108.5 107.3
S3−Fe−S4 111.0 108.2

Table S2: S−Fe−S bond angles in [Fe(III)(SCH3)4]− and [Fe(II)(SCH3)4]2− at the BP86VWN/def2-
TZVP level of theory.
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7 Rupture Forces Found in Different Pulling Coordinates

Pulling coordinate Frup([Fe(III)(SCH3)4]−) (nN) Frup([Fe(II)(SCH3)4]2−) (nN)
C1−C2 1.89 1.01
C1−C3 1.93 1.00
C1−C4 1.76 1.13
C2−C3 1.77 1.12
C2−C4 1.87 1.00
C3−C4 1.83 1.00

Table S3: Rupture forces Frup determined for different pulling coordinates in [Fe(III)(SCH3)4]− and
[Fe(II)(SCH3)4]2−. The numbering scheme is the same as in the main text.

# H-bonds S1,S2 Frup([Fe(III)(SCH3)4]−· (HCONH2)6) (nN)
2−2 1.79
2−1 1.68
1−1 1.97

Table S4: Rupture forces Frup in [Fe(III)(SCH3)4]−· (HCONH2)6 when pulling apart the carbon atoms
attached to sulfur atoms that are involved in a varying number of hydrogen bonds. In 2−1, for example,
one of the sulfur atoms is involved in two hydrogen bonds and the other sulfur atom is involved in only
one hydrogen bond.
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8 Detailed JEDI Analysis of [Fe(III)(SCH3)4]− and [Fe(II)(SCH3)4]2−

The mechanical anisotropy of the [Fe(III)(SCH3)4]− pseudo-tetrahedron and the importance of the bend-

ings for the rupture process can be observed in the progression of the harmonic strain energies stored in

the different internal coordinates with increasing stretching force (Figure S11A). The bond angle bend-

ings Fe−S1−C1 and Fe−S2−C2 store most strain energy throughout the entire stretching coordinate,

signifying that they are softer than the central bending S1−Fe−S2. Hence, in the static strain analysis,

the bond angles in the FeS4 unit store more strain energy than in the dynamic calculations, signifying

that different points of view on the rupture process of rubredoxin are provided by the two approaches.

The strain in the Fe−S bonds strongly increases with increasing force. This effect is more pronounced

for the Fe−S1 bond as a result of the observed anisotropy and preconditions this bond for rupture. Not

surprisingly, the C−S bonds are stronger and do not store as much strain energy as the Fe−S bonds.

Qualitatively similar results were obtained for [Fe(II)(SCH3)4]2− (Figure S11B).
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Figure S11: Harmonic strain energies stored in various bond lengths (BL) and bond angles (BA), calcu-
lated with the JEDI analysis for [Fe(III)(SCH3)4]− (A) and for [Fe(II)(SCH3)4]2− (B). Due to the large
amount of torsions in the molecule the discussion is restricted to the mechanically most relevant bonds
and bendings. The numbering scheme is the same as in the main paper.
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9 CHELPG atomic charges for MD simulations

The atomic charges of the rubredoxin active site, comprising four deprotonated cysteine residues and

the Fe(III) ion were re-parametrized by means of quantum-chemical calculations. The procedure in-

cluded a geometry optimization of the minimal model system (see main text), representing the side

chains of the respective amino acids, at the PBE8/6-31G*19 level of theory as implemented in the ORCA

program package.20 Afterwards, CHELPG charges21 were calculated and assigned to the correspond-

ing CHARMM atom types for subsequent MD simulations. The used parameters are summarized in

Table S5.

Table S5: Charges used in MD simulations

residue name atom name charge [e]
FE3P FE3P 0.823381
CYM SG -0.531905
CYM CB -0.011612
CYM HB1 0.0439395
CYM HB2 0.0439395
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