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COMPUTATIONAL METHODS

The starting structure for the construction of our CA model was the X-ray crystal structure of the 

aldolase antibody 33F12 Fab’ (PDB code 3FO9). The structure was manually modified using the 

VMD1 program in order to obtain a favorable conformation. The hapten 1,3-diketone was substituted 

by (R)-methodol (see Fig. 2). Hydrogen atoms were added to the X-ray structure at physiological pH, 

according to the pKa values of titratable residues calculated with the empirical PROPKA 3.1 program 

of Jensen et al.2,3 A total of three counterions (Cl-) were placed into optimal electrostatic positions 

around the system, to obtain electroneutrality. Finally, the system was placed in a 121.72 × 74.83 × 

61.86 Å3 orthorhombic box of water molecules. A cutoff for nonbonded interactions was applied 

using the switching-force scheme, with a range of radius from 14.5 Å to 16 Å, as well as periodic 

boundary conditions. The system was relaxed employing 30 ns of classical molecular dynamics (MD) 

at 300 K, using the NVT ensemble and the Langevin−Verlet4 integrator, with a time step of 1 fs. This 

MD simulation was performed with the parallel code NAMD,5 using the CHARMM366–8 force field 

for the protein and substrate, while the water molecules were described with the TIP3P7 force field. 

The time evolution analysis of the root-mean-square deviation for the backbone atoms of the protein 

confirmed that the system became equilibrated during the MD simulation. Once the molecular model 

was set up and equilibrated, potential energy surfaces (PESs) for every proposed chemical step of the 

reaction were explored, using the fDYNAMO library.9 The structures generated on the PESs were 

then used as starting points to compute the corresponding free energy surfaces (FESs), in terms of 

potentials of mean force (PMF). This technique requires the use of a limited number of distinguished 

reaction coordinates in order to recover the FES, using the combination of the weighted histogram 

analysis (WHAM)10 and the umbrella sampling (US) methods,11,12 as implemented in the fDYNAMO 

library.9 Different reaction mechanisms  have been studied, until the most energetically favorable was 

found which consisted of seven reaction steps. The first and second steps were studied by means of a 

2D-PMF, based on 1053 series of simulation windows, using the antisymmetric combination of the 

bond-breaking and the bond-forming distances describing the hydrogen transfer from Tyr36 to the 

O1 of the methodol, ξ1 = d(OY36−HY36) − d(HY36−O1), and the bond-forming distance ξ2 = d(NK93−C2), 

as distinguished reaction coordinates. The following step was explored with a 1D-PMF using just the 

antisymmetric combination of the bond-breaking and the bond-forming distances ξ1 = d(NK93−HK93) 

− (HK93−OY36), with a total of 39 simulation windows. A 2D-PMF was traced for the fourth step, built 

from 1521 simulation windows, using as coordinates the antisymmetric combination of the bond-

breaking and the bond-forming distance ξ1 = d(O2−H) − d(H−OY36), and the antisymmetric 

combination of the bond-breaking and the bond-forming distance ξ2 = d(OY36−HK93) − d(HK93−O1). 
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Throughout the course of the fourth reaction step the 6-MNA is released from the active site. The 

successive fifth and sixth steps were studied with a 2D-PMF, using the antisymmetric combination 

of the bond-breaking and the bond-forming distances ξ1 = d(OY36−H) − d(H−C3) and the bond-

forming distance ξ2 = d(O1−C2), from a total of 819 simulation windows. The final production of 

acetone from I6 was carried out by computing a 2D-PMF, using 1521 simulation windows with the 

combination of ξ1 = d(OY36−HK93) − d(HK93−OY36) and ξ2 = d(O1−HY36) − d(HY36−OY36) as reaction 

coordinates.

The atoms being described quantum mechanically in the first six steps comprised the substrate and 

the side chains of Lys93H and Tyr36L residues (63 atoms in total, see Fig. 3). Once the 6-MNA was 

released, the QM region was reduced to 38 atoms, which included the enamine, the side chains of 

Lys93H and Tyr36L, and the generated water molecule. The rest of the protein−solvent system 

(59175 atoms) was represented classically by means of the OPLS-AA13–15 and the TIP3P16 water-

model force fields. We introduced two quantum link atoms17 to saturate the valence of the QM-MM 

frontiers, as depicted in Fig. 3. Because of the large number of gradient vectors that must be evaluated 

during the QM/MM FESs calculations, the QM subset of atoms is usually represented by a semi-

empirical Hamiltonian, being the AM118 the one selected in present work. Then, to reduce the errors 

associated with the semiempirical quantum level of theory employed in our simulations, a cubic spline 

was introduced to interpolate a correction term. This correction is defined for any value of the reaction 

coordinates ξ1 (and ξ2 in the case of two-dimensional PMFs),19-21 based on the seminal work of 

Truhlar and coworkers.22–24 In this way, a continuous energy correction function is added to the 

potential energy (and its gradient) as:

  21 ,HL
LLcorr ESE  (1)

where S is a one- or two-dimensional spline function providing a parametric energy difference 

between high-level (HL) and low-level (LL) perturbed Hamiltonians of the QM subsystem, and which 

is derived from QM/MM single-point energy calculations. In the present paper, the LL was the AM1 

method; meanwhile, the hybrid M06-2X functional with the 6-31+G(d,p) basis set was selected as 

the HL method.25 These calculations were performed using the Gaussian09 family of programs.26 In 

order to carry out a detailed analysis of how the different amino acids of the protein participate and 

affect the reaction mechanism, the catalytic role of the different residues was measured by computing 

the activation interaction energy, in terms of difference of the electrostatic and Lennard-Jones 

interaction (∆Eint = Eint-TS – Eint-R), decomposed by residue. The calculations were done in the 
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antibody, the efforts were focused in the key chemical steps, as shown in the Figure S9 (a,b,c,d), in 

which step 1,2, 4 and 5 are respectively depicted .

Figure S1. Time evolution of the root-mean-square deviation (RMSD) of the backbone atoms of the protein along the 30 
ns of the QM/MM MD simulation

Figure S2. Schematic representation of the active site of the catalytic antibody 33F12. The gray region contains the atoms 
treated quantum mechanically. Link atoms are represented as black dots.
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Figure S3. Representation of the X-ray structure RA95.5-8F and detail of the active site in which VDW representation 
refers to residues that take part in the reaction.
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(a)                                                     (b) 

  
 (d) 

 

 

(e)                                                   (f)  
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Figure S4. (a) M06-2X:AM1/MM FES for the first and second step of the reaction computed at 300 K. The path indicated 
as “+” corresponds to the minimum energy path through the TS1 and TS2. Representative snapshots of (b) R, (c) TS1, (d) 
I1 ,(e) TS2 and (f) I2. The values of energies are given in kcal mol−1 and distances in Å.

                           (a)                                                           (b)

                               (c)

                                    

Figure S5. (a) M06-2X:AM1/MM FES for the third step of the reaction computed at 300 K. Representative snapshots 
of (b) TS3, (c) I3. The values of energies are given in kcal mol−1 and distances in Å.
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               (a)                                                  (b)

                            (c)

                                

Figure S6. (a) M06-2X:AM1/MM FES for the fourth step of the reaction computed at 300 K. The path indicated as “+” 
corresponds to the minimum energy path through the TS4. Representative snapshots of the (b) TS4, (c) I4. The values of 
energies are given in kcal mol−1 and distances in Å.
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                       (a)                                              (b)

                              (c)                             (d)

                               (e)

                              

Figure S7. (a) M06-2X:AM1/MM FES for the fifth and sixth steps of the reaction computed at 300 K. The path 
indicated as “+” corresponds to the minimum energy path through the TS5 and TS6. Representative snapshots of (b) 
TS5, (c) I5, (d) TS6, (e) I6. The values of energies are given in kcal mol−1 and distances in Å.
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                       (a)                                                  (b)

  (c)

                              

Figure S8. (a) M06-2X:AM1/MM FES for the seventh step of the reaction computed at 300 K. The path indicated as 
“+” corresponds to the minimum energy path through the TS7. Representative snapshots of the (b) TS7, (c) product. The 
values of energies are given in kcal mol−1 and distances in Å.
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a) First step

b) Second step

c) Fourth step

d) Fifth step

Figure S9. Averaged activation interaction energy of 33F12, for the (a) first, (b)second, (c) fourth and (d) fifth steps of 
retro-aldol reaction. Only residues showing interaction energies higher than 0.5 kcal mol-1, in absolute value, are labelled 
in the panels.
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a) First and second step 

b) Fourth step
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c) Fifth step

Figure S10. Time evolution of the root-mean-square deviation (RMSD) of the loops L1 (dark orange) and L6 (sandy 
brown) of de novo enzyme RA95.5-8F; and L1 (royal blue) and H1(dark blue) of catalytical antibody 33F12  along 100 
ps of the QM/MM MD simulation. 
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