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1. The stacking energies calculation for PDBbind

Protein-ligand complexes in PDBbind!(PDBbind v2019 Protein-ligand complexes: The refined
set) were downloaded for one of application cases, the dataset containing 4852 protein-drug
systems. Both DFT(XYGJOS/6-311++G*) and AromTool were applied to calculate the stacking
energies for the ligand-benzene containing aromatic stacking in this database. For the DFT
calculations, they were done with Q-CHEM (ver. 4.0) software? for the aromatic stacking
conformations based on three approximation — cutoff, reference ring surrogate and gas phase
modelling. The cutoff and surrogate method was proposed because most of the PDB crystal
structures’ resolutions are low, which makes some conformations unreasonable. Therefore, it is
difficult and even unable to calculate the stacking energies by DFT methods due to convergences
problem. To keep consistency among all the samples, all the aromatic rings extracted from crystal
structures were cut off and substituted with corresponding reference rings. Gas phase assumption
supposes that the energies distribution and change trend in solution approximate to those in gas
phase. Wheeler’s work?® found that the overall trends of the stacking interaction energies in pas
phase remain unchanged compared with those in protein-like environments, so here in our study,
we also calculate the stacking interaction energies in gas phase. As for AromTool calculation, 4852
protein-drug compounds were input to automatically search for the contact pair as well as calculate
the stacking energies. Finally, AromTool gave a report, which includes the contact type, contact

distance, contact angel and contact energy of each contact pair.

2. The stacking energies calculation for MD trajectory of OSC

Prepare for the protein-ligand complex

The X-ray crystal structure of human oxidosqualene-lanosterol cyclase (OSC) in complex with
Ro0-48-8071 was solved in 2004%, obtained from the Protein Data Bank (PDB ID :1W6J). The
crystal structure was prepared using Molecular Operating Environment (MOE) 2014 software?,
the detergents and waters molecules were removed. The protonation states of charged residues
were determined by the H++ program® and carefully examining their individual local hydrogen
bond networks. The resp charge of the ligand was calculated at the HF/6-31G* level using the
Gaussian 097. The simulation model was neutralized by adding Na+ ions by employing the
AmberTool and solvated into a about 102*104*92 A rectangular box of water molecules. The

TIP3P model® and Amber99SB force field’ were employed for water molecules and the protein,



respectively. And the force field parameters of ligand was generated from General Amber Force

Field (GAFF)!°.

Classical MD simulation

The MD simulation was performed by using AMBER16!" molecular dynamics package. The
simulation system was optimized by three multistep minimizations. Then, the system was heated
from 0 to 310K gradually under the NV'T ensemble for 100ps. Afterwards, another 100ps MD
simulations were employed under the NPT ensemble to relax density to the target pressure of 1.0
atm. In the NPT ensemble, the Berendsen thermostat method!? was used to control the system
temperature. Finally, a long timescale 50ns MD simulations under the NVT ensemble were
performed with the periodic boundary condition. During the MD simulations, the SHAKE
algorithm!3 was applied to constrain all hydrogen-containing bonds. The Langevin dynamics
method was used to control the system temperature. And a cutoff of 12 A was set for both van der
Waals and electrostatic interactions. After the simulation, 4474 different conformations of the
complex were extracted in chronological order from the trajectory file. Then, the Ben—Phe521
stacking conformation formed by the ligand benzene ring and the protein residue Phe521 side
chain were extracted through AromTool, and then the aromatic stacking energy was calculated via

the built-in AromNN model. Finally, we obtained the corresponding geometry and energy.
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Figure S1. Hyperparameter optimization profiles of epoch, descriptor and cut off. The
hyperparameter tuning was done on the 20% part of the training samples. See details in the

corresponding part in the method section.
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Figure S2. The three representative outliers in Figure5(C) for PiBTr’s model and its

corresponding geometry distribution in training and test set.



Table S1. The performance on the benchmark dataset for five DFT methods (B3LYP-D3,

XYGJOS, LXYGJOS, M062X, M062X-D3) under the same basis set of 6-311++G**,

Table S2. The detailed results with energies, angle and distance analysis for PDBbind refine set.

Please see Table S1 and Table S2 in the excel files.
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