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1. Methodology 

    The ab initio NAMD simulations are carried out using Hefei-NAMD code 1, 2 which augments the 

Vienna ab initio simulation package (VASP) with the NAMD capabilities within the time-domain 

density functional theory (TDDFT) similar to Reference 3, 4. The time-dependent Kohn-Sham (TDKS) 

orbitals  are expanded in the basis of instantaneous adiabatic Kohn-Sham orbitals , 𝜓𝑒(𝑟,𝑡) 𝜙𝑗(𝑟,𝑅(𝑡))

which are obtained by solving time-independent Kohn-Sham equation at configuration R(t)

                       (1)

𝜓𝑒(𝑟,𝑡) = ∑
𝑗

𝑐𝑗(𝑡)𝜙𝑗(𝑟,𝑅(𝑡))

by inserting equation (1) into TDKS equation,5 a set of differential equations for the coefficients is 

produced: 

                (2)

𝑖ℏ
∂
∂𝑡

𝑐𝑗(𝑡) = ∑
𝑘

𝑐𝑘(𝑡)[ℇ𝑘𝛿𝑗𝑘 ‒ 𝑖ℏ𝑑𝑗𝑘(𝑡)]

The square modulus of the coefficients  can be explained as the population of the corresponding |𝑐𝑗(𝑡)|2

Kohn-Sham orbitals. Here,  is the energy of the adiabatic Kohn-Sham state and  is the NACs ℇ𝑘 𝑑𝑗𝑘

between Kohn-Sham states j and k. The NAC can be written as:

                 (3)

𝑑𝑗𝑘 = ⟨𝜙𝑗│ ∂
∂𝑡│𝜙𝑘⟩ = ∑

𝐼

⟨𝜙𝑗│∇𝑅𝐼
𝐻│𝜙𝑘⟩

ℇ𝑘 ‒ ℇ𝑗
⋅ �̇�𝐼

where H is the Kohn-Sham Hamiltonian,  are the wave functions and eigenvalues for 𝜙𝑗,𝜙𝑘, ℇ𝑗, ℇ𝑘

electronic states j and k, and  is velocity of the nuclei. Thus, the NACs mainly depend on the energy �̇�𝐼

difference term , the electron-phonon (e-p) coupling term  and the nuclear ℇ𝑘 ‒ ℇ𝑗
⟨𝜙𝑗│∇𝑅𝐼

𝐻│𝜙𝑘⟩

velocity term .�̇�𝐼

The NACs are calculated in a finite difference method.6, 7 With the coefficients  and the NACs, 𝑐𝑗(𝑡)

hopping probabilities between the adiabatic Kohn-Sham states according to Tully’s fewest-switches 

algorithm can be obtained as8:

                        (4)

𝑃𝑗→𝑘(𝑡,∆𝑡) =
2𝑅[𝑐 ∗

𝑗 𝑐𝑘𝑑𝑗𝑘]∆𝑡

𝑐 ∗
𝑗 𝑐𝑗

Further, the probabilities are multiplied by a Boltzmann factor within the CPA.3 Besides FSSH, the 
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decoherence-induced surface hopping was also implemented in Hefei-NAMD.9

The decoherence rate is related to the phonon-induced pure-dephasing rate, which can be computed 

using the optical response theory.10 In the second-order cumulant approximation, one obtains the 

unnormalized autocorrelation function (ACF):

𝐶(𝑡) = 〈∆𝐸(𝑡)∆𝐸(0)〉

where  is the fluctuation of energy gap between two states forming a coherent ∆𝐸(𝑡) = 𝐸(𝑡) ‒ 〈𝐸〉

superposition from its average value. Then, the pure-dephasing function is calculated using as:

𝐷(𝑡) = 𝑒𝑥𝑝[ ‒
1

ℏ2

𝑡

∫
0

𝑑𝑡'
𝑡'

∫
0

𝑑𝑡''𝐶(𝑡')]
Generally, D(t) decays rapidly, if the initial value of C(t) is large and if C(t) itself also decays rapidly.11

2. Test of the supercell size

To check the finite size effects on the oxygen vacancy (OV) in rutile TiO2, we calculated the DOS 

of a 3×3×4 supercell including 216 atoms using DFT+U (U = 4.5 eV for Ti’s 3d orbital) and analyzed 

the charge distribution of the two excess electrons introduced by the OV as shown in Figure S1, as 

compared with those of the 2×2×3 supercell which includes 72 atoms. We can see that the peak positions 

and charge distribution of defect states using these two supercells are very similar, therefore, we propose 

that the 2×2×3 supercell is sufficient for the simulation.

Figure S1. DOS and charge distribution of the two gap states for rutile TiO2 with OV in the (a) 2×2×3 

and (b) 3×3×4 supercells based on DFT+U calculations (U = 4.5 eV for Ti’s 3d orbital). The isosurface 
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value is set to 0.004 e/bohr3.

3. Test of the U value 

DFT has the well-known self-interaction error and cannot predict the correct band gap of TiO2. The 

self-interaction error results in excessive electron delocalization, and therefore, pure DFT functionals 

cannot achieve the localized polaron state.12-15 Hybrid functionals or DFT+U can to be used to simulate 

the small polaron in rutile TiO2. Calculations with hybrid functionals are very time consuming for 

periodic systems. Therefore, we use the DFT+U method in our simulation. To check the U value 

dependence, we calculate using the 2×2×3 supercell for different U values. As shown in Figure S2, we 

can see that the defect states become deeper in the gap with the increase of the U value. However, the 

charge distributions of the defect states do not change much. When U value is above 5.5 eV, the defect 

state peak position become unreasonable. To get a better localization effect of the gap states, therefore, 

U = 4.5 eV is chosen in our simulation, in accordance with the previous studies.13, 16
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Figure S2. DOS (left) and charge distribution (right) of the two gap states (indicated by blue and green 

arrows) in rutile TiO2 with the 2×2×3 supercell obtained using DFT+U with (a) U = 3.0 eV, (b) U = 3.5 

eV, (c) U = 4.0 eV, (d) U = 4.5 eV, (e) U = 5 eV, (f) U = 5.5 eV, (g) U = 6 eV and (h) U = 6.5 eV. The 

isosurface value is set to 0.004 e/bohr3.

We also compared the DOS and charge density distribution using DFT+U (U=4.5 eV) and HSE06 which 

is assumed as more accurate calculation method. As shown in Figure S3, the defect states induced by 

Ov stay in the middle of band gap, although accurate site position is a little different. And the charge 

density distribution are qualitatively same with one localized state and one hybrid state. However, for 

MD simulation, hybrid functional method like HSE06 is too cost for nearly 10 ps trajectory. Based on 

the above statement, we finally choose DFT+U for our calculation. 
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Figure S3. DOS and charge distribution of the two gap states for rutile TiO2 with 2×2×3 cell including 

one OV using (a) DFT+U (U=4.5 eV) and (b) HSE06 methods. The isosurface value is set to 0.004 

e/bohr3.

4. Excess electron induced small polaron 

It is known that excess electron can also introduce small polaron in rutile TiO2. In Figure S4a the DOS 

of the excess electron induced polaron is shown. It can be seen that a polaron state at -1.2 eV below the 

CBM is formed. It exhibits a localized distribution on one single Ti atom (labeled as Ti15) as shown in 

Figure S4b. Table S1 presents the six Ti-O bond lengths around Tixx with and without polaron formation. 

It can be seen that the small polaron formation elongates the Ti-O bond length by around 0.1 Å. 

Figure S4. (a) DOS of TiO2 with one more electron; (b) charge density distribution of polaron state 

induced by the one extra electron.

The dynamics of excess electron induced polaron is shown in Figure S5. At 100-300 K, the small 

polaron is mostly localized on Ti15. When the temperature increases to 700 K, the polaron starts to hop 
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among different Ti atoms. The dynamical behavior is similar with photoexcitation induced small 

polaron. 17

Figure S5. Dynamics of the polaron state at 100, 300 and 700 K. The time dependent charge density 

localization for the polaron state are shown in (a-c). The corresponding averaged charge distribution are 

shown in (d-f).

6. State-to-state transition rate and coupled kinetics equations 

The inverse of state-to-state relaxation time obtained from fitting the population decays using P(t)=exp(-

t/τ), as shown in Table S1 below, gives the state-to-state transition rates kstate-to-state. Having established 

the transition rates between all pairs of states for the pristine TiO2 and with Ov defect at 100K, 300K, 

and 700K, we construct a kinetic model to describe the coupled carrier dynamics processes.

(1) The coupled kinetics equations in pristine TiO2 are:
𝑑[𝑉𝐵𝑀]

𝑑𝑡
=‒ 𝑘(𝑣𝑏𝑚→𝑐𝑏𝑚)[𝑉𝐵𝑀]

𝑑[𝐶𝐵𝑀]
𝑑𝑡

= 1 ‒ [𝑉𝐵𝑀]
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(2) The coupled kinetics equations in pristine TiO2 are:
𝑑[𝑉𝐵𝑀]

𝑑𝑡
=‒ (𝑘(𝑣𝑏𝑚→𝑝𝑜𝑙𝑎𝑟𝑜𝑛) + 𝑘(𝑣𝑏𝑚→ℎ𝑦𝑏𝑟𝑖𝑑) + 𝑘(𝑣𝑏𝑚→𝑐𝑏𝑚))[𝑉𝐵𝑀]

𝑑[𝑃𝑜𝑙𝑎𝑟𝑜𝑛]
𝑑𝑡

= 𝑘(𝑣𝑏𝑚→𝑝𝑜𝑙𝑎𝑟𝑜𝑛)[𝑉𝐵𝑀] ‒ 𝑘(𝑝𝑜𝑙𝑎𝑟𝑜𝑛→ℎ𝑦𝑏𝑟𝑖𝑑)[𝑃𝑜𝑙𝑎𝑟𝑜𝑛] ‒ 𝑘(𝑝𝑜𝑙𝑎𝑟𝑜𝑛→𝑐𝑏𝑚))[𝑃𝑜𝑙𝑎𝑟𝑜𝑛]

𝑑[𝐻𝑦𝑏𝑟𝑖𝑑]
𝑑𝑡

= 𝑘(𝑣𝑏𝑚→ℎ𝑦𝑏𝑖𝑟𝑑)[𝑉𝐵𝑀] + 𝑘(𝑝𝑜𝑙𝑎𝑟𝑜𝑛→ℎ𝑦𝑏𝑟𝑖𝑑)[𝑃𝑜𝑙𝑎𝑟𝑜𝑛] ‒ 𝑘(ℎ𝑦𝑏𝑟𝑖𝑑→𝑐𝑏𝑚))[𝐻𝑦𝑏𝑟𝑖𝑑]

𝑑[𝐶𝐵𝑀]
𝑑𝑡

= 𝑘(𝑣𝑏𝑚→𝑐𝑏𝑚)[𝑉𝐵𝑀] + 𝑘(𝑝𝑜𝑙𝑎𝑟𝑜𝑛→𝑐𝑏𝑚)[𝑃𝑜𝑙𝑎𝑟𝑜𝑛] + 𝑘(ℎ𝑦𝑏𝑟𝑖𝑑→𝑐𝑏𝑚))[𝐻𝑦𝑏𝑟𝑖𝑑]

Table S1 State-to-state transition rate at different temperature. 

Transition Rate kstate-to-state (ns-1)

100K 300K 700K

Pristine TiO2 VBM-CBM 0.26 0.32 1.53

VBM-Polaron 1.47 9.46 145.90

VBM-Hybrid 0.24 0.79 5.94

VBM-CBM 0.22 0.58 1.94

Polaron-Hybrid 19.46 106.16 2702.70

Ov

Polaron-CBM 1.78 2.93 55.28

Hybird-CBM 16.46 26.92 335.57
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