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Section S1. Details of kinetic competition and equilibrium 

Taking the case where the rate of recombination from the charge separated state can be ignored and the reactions 

kinetics are first order, charge separation (CS) can be mainly considered as a simple equilibrium between two excited 

state energy levels (Scheme 2 of main text). The equilibrium satisfies:  

𝐾𝐶𝑆 =
𝑘𝐶𝑆

𝑘−𝐶𝑆
= exp (−

∆𝐺𝐶𝑆

𝑘𝐵𝑇
) 

Equation S1 

The charge separation yield will be the fraction of the population found in the low energy state and is given by: 

Φ𝐶𝑆 =
𝑘𝑓𝑜𝑟𝑤𝑎𝑟𝑑

𝑘𝑓𝑜𝑟𝑤𝑎𝑟𝑑 + ∑ 𝑘𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑
=

𝑘𝐶𝑆

𝑘𝐶𝑆 + 𝑘−𝐶𝑆
=

1

1 + 𝐾𝐶𝑆
−1 

Equation S2 

Figure S1 shows how the yield depends on KCS. The result is intuitive: a faster charge separation or longer charge 

separated lifetime (i.e., larger KCS or smaller 𝐾𝐶𝑆
−1) leads to a higher charge separation yield. To achieve > 90% yield, the 

forward rate of reaction needs to be at least a factor of 10 faster than the competing rates. 

 

Figure S1. Plot showing the variation in charge separated yield for different ratios of rate constants. The dotted lines indicate that 90% yield is achieved for 𝐾𝐶𝑆
−1 = 0.1, 

that is KCS = 10. 

Following Equation S1, we see that the forward (kCS) and backward (k−CS) rates constants are linked through the 

equilibrium constant KCS. In turn, the equilibrium constant is determined by the free energy difference (ΔGCS) between 

the two states. For each increase in order of magnitude in KCS, also corresponding to an order of magnitude increase in 

the ratio of the lifetime of the charge separated state (𝜏𝑑𝑒𝑎𝑐𝑡 = 1 𝑘−𝐶𝑆⁄ ) to its formation lifetime (𝜏𝐶𝑆 = 1 𝑘𝐶𝑆⁄ ), ΔGCS 

becomes more favourable (i.e. more negative) by 59 meV at room temperature. There is clearly a trade-off between 

increasing the yield of charge separation and conserving the energy absorbed. The result is that there is a value of KCS 

that maximizes energy conversion, as shown in Figure S2. Increasing KCS past the optimal value results in a decrease of 

the energy converted due to the increasing energetic loss driving the forward step without additional gains in yield. 

Note that the optimal value of KCS becomes larger for increasing values of energy input (see Figure S3). 
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Figure S2. Link between the charge separation yield and energetics. A) Variation of yield with KCS. B) Variation of ΔGCS with KCS. C) Variation of the overall conversion 

yield with KCS using an example energy input of 1000 meV. This is obtained by multiplying the yield (panel A) and the energy stored (given from panel B and considering 

the energy input).  

 
Figure S3. Variation of the optimal value of KCS which maximizes overall energy conversion as a function of the energy input. 

Devices under operation will assuredly have some active recombination pathways. Including this effect and keeping the 

simple first order kinetics, the yield of the charge separation step can be written in a form similar to Equation S2: 

Φ𝐶𝑆 =
𝑘𝐶𝑆

𝑘𝐶𝑆 + 𝑘−𝐶𝑆 + 𝑘𝑟
′ =

1

1 +
𝑘−𝐶𝑆 + 𝑘𝑟

′

𝑘𝐶𝑆

=
1

1 +
𝜏𝐶𝑆

𝜏𝑑𝑒𝑎𝑐𝑡

 

Equation S3 

τdeact, the lifetime of the charge separated state, now includes the contribution from the recombination pathway (τdeact 

= 1/[k−CS + k’r]). The yield for other steps shown in Scheme 1 of the main text are written in the same fashion, substituting 

for the appropriate rate constants or lifetimes. Keeping the example of the charge separation step, the dependence of 

the yield on the ratio τCS/τdeact is shown in Figure S4 – this is the same situation as the simple case without recombination. 

As before, a faster charge separation or longer charge separated lifetime (now more easily seen as a smaller τCS/τdeact) 

leads to a higher charge separation yield.  
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Figure S4. Dependence of the charge separation yield on the ratio of the lifetimes of the charge separation and the charge separated state. 

By rewriting Equation S3 to clearly separate the rate constant ratios of 𝑘−𝐶𝑆 𝑘𝐶𝑆⁄ = 𝐾𝐶𝑆
−1 and 𝑘𝑟

′ 𝑘𝐶𝑆⁄ , we obtain: 

Φ𝐶𝑆 =
1

1 +
𝑘−𝐶𝑆

𝑘𝐶𝑆
+

𝑘𝑟
′

𝑘𝐶𝑆

 

Equation S4 

Using the link between KCS and ΔGCS from Equation S1, we show the influence of the different rate constant ratios in 

Figure S5. Smaller values of the ratios 𝑘−𝐶𝑆 𝑘𝐶𝑆⁄  and 𝑘𝑟
′ 𝑘𝐶𝑆⁄  lead to increase charge separation. The effect of the 

recombination pathway becomes negligible as 𝑘𝑟
′ 𝑘𝐶𝑆⁄  approaches 10−3.A faster rate of forward charge separation (𝑘𝐶𝑆) 

is beneficial for the yield, yet it is critical to understand the mechanism of the increase in kCS. If an increase is due to an 

increase in thermodynamic driving force, the overall energy conversion may suffer. Increasing kCS through other means 

(e.g., optimizing molecular orientation, improving electronic coupling, reducing distance between charge transfer 

partners) or decreasing the rate constants of undesired processes (e.g., k−CS, kr) will often be a more productive path 

toward overall system optimization.  
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Figure S5. Plot showing the effect of the charge separation driving force on the yield of charge separation. Different ratios of charge recombination to charge separation 

rate constants are shown in different coloured lines. 
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Section S2. Considerations for charge carrier dynamics and energetic losses 

S2.1 Charge separation. 

Following absorption of a photon, the initial excited state is a bound electron-hole pair, termed exciton. The Coulombic 

attraction between the charges of opposite sign creates an energetic barrier to charge separation. We can define the 

Coulomb capture radius (Rc), the distance where the Coulomb energy is equal to the thermal energy:  

𝑅𝑐 =
𝑒2

4𝜋𝜀0𝜀𝑟𝑘𝐵𝑇
 

Equation S5 

e is the elementary charge, ε0 is the vacuum permittivity, εr is the dielectric constant of the medium, kB the Boltzmann 

constant and T is the temperature.  

At room temperature, the Coulomb capture radius is typically on the order of a few nanometres. The close proximity of 

the electron and hole makes charge recombination a very fast process, typically on the order of picoseconds – 

nanoseconds.1 Recombination of photogenerated charges that originate from the same photon absorption process is 

termed ‘geminate’. As a result, effective charge separation must be faster than geminate recombination, on sub-

nanosecond timescales.  

Depending on the class of solar energy conversion device, different approaches are taken to ensure a fast and efficient 

charge separation. Often, such as for organic bulk heterojunction (BHJ) solar cells and DSSCs, a considerable energy 

offset is used to drive rapid charge separation, incurring a large energetic cost. In inorganic semiconductors, such as Si 

or GaAs, a p-n junction spontaneously generates an interfacial electric field that adjusts the positions of the CB and VB 

in the p- and n-doped domains, providing the energetic driving force for charge separation. An applied bias is typically 

used in photoelectrodes to increase the band bending at the semiconductor/electrolyte interface and widen the 

associated space charge layer (SCL). The electric field within the SCL drives charges in opposite directions. In addition, 

spatial separation of charges has been shown to be an effective mechanism to reduce the rate of recombination and 

increase the yield of available charges.2-6 However, as discussed above for natural photosynthesis, this typically requires 

multiple charge transfer steps, each associated with a loss of energy and complicates device fabrication. 
 

S2.2 Charge transport 

Once electron and hole have been separated, they must travel to their respective interfaces where extraction takes 

place. In the absence of an extracting electric field, the timescale of charge transport (ttrans) will depend on the distance 

to the interface (r) and the diffusion coefficient (D). For a 3D system, the diffusion equation becomes: 

𝑡𝑡𝑟𝑎𝑛𝑠 =
〈𝑟2〉

6𝐷
 

Equation S6 

The diffusion coefficient is related to the charge mobility µ by the Einstein-Smoluchowski equation: 

𝜇 =
𝑒𝐷

𝑘𝐵𝑇
 

Equation S7 

We thus obtain a relation between the charge transport time and charge mobility of 𝑡𝑡𝑟𝑎𝑛𝑠 ∝ 1 𝜇⁄ , or 𝑘𝑡𝑟𝑎𝑛𝑠 ∝ 𝜇. 

Generally, a high mobility favours rapid charge extraction, although the exact relationship is more complex and can 

depend on physical characteristics such as the domain size in OPV blends.7 Charge mobility itself is affected by many 

factors, such as the nature of the material, disorder, the charge carrier density, and impurities.8 

At the same time, charge recombination will be a competing process leading to energy loss. In this case, the 

recombination is non-geminate in nature as charges originating from different charge carrier pairs may encounter each 

other. Furthermore, the rate of recombination depends on the concentration of both electrons and holes, leading to 

bimolecular behaviour. 

Bimolecular recombination has been explained by many different physical models, as presented in Figure S6. A priori, 

an electron and hole will recombine when they come within Rc of each other, as described by Langevin theory.9 When 
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the photogenerated charge carrier density is large compared to the intrinsic charge carrier density, the Langevin 

recombination rate (RL) is: 

𝑅𝐿 =
𝑒

𝜀0𝜀𝑟
𝑛𝑝(𝜇𝑛 + 𝜇𝑝) 

Equation S8 

Here µ is the charge mobility for electrons (n) or holes (p) as indicated by the subscripts, n is the electron density, and 

p is the hole density. Notably, we see that the rate of recombination is proportional to the charge carrier mobility, as 

was the case for charge transport. In this simple picture, the kinetic competition between Langevin recombination and 

charge transport is unaffected by the charge mobility. However, the (im)balance of electron and hole mobilities and 

charge transport times can lead to some variations. 

 
Figure S6. Overview of different types of charge recombination models. Reproduced with permission from ref 10. 

In addition, a change in how charges encounter each other prior to recombination leads to a change in how mobility 

affects the rate of recombination.10 For example, the Koster model11 was proposed to explain departure from prediction 

of Langevin theory in polymer:fullerene solar cells. Here, the recombination rate (RKoster) is dictated by the lowest charge 

mobility based on the argument that recombination cannot take place prior to the slowest charge reaching the 

interface, leading to: 

𝑅𝐾𝑜𝑠𝑡𝑒𝑟 =
𝑒

𝜀0𝜀𝑟
𝑛𝑝 min(𝜇𝑛, 𝜇𝑝) 

Equation S9 

Trap-assisted recombination, often called Shockley-Read-Hall (SRH) recombination, describes the recombination 

process of one deeply trapped and immobile charge carrier with an opposite mobile charge carrier.12 The rate of SRH 

recombination is typically described in terms of capture cross-sections and the occupation probability of energetic trap 

states.13 There is also some evidence that SRH capture coefficients show a Langevin-like mobility dependence,14 

resulting in: 

𝑅𝑆𝑅𝐻 =
𝑒

𝜀0𝜀𝑟
𝑐𝑁𝑡𝜇𝑐 

Equation S10 

Here c represents the concentration of the mobile carrier, Nt the trap density, and µc is the mobility of the mobile carrier. 

Charge trapping is commonplace in semiconductors used in solar energy conversion and is thought to results in an 

equilibrium between trapped and free charges. The movement of charges can then be described by a multiple trapping 

model, where trapped charges thermally activate to a mobility edge to sample different trap states.15 In the example of 

trapped holes, the recombination rate is consistent with: 
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𝑅𝑀𝑇 =
𝑒

𝜀0𝜀𝑟
𝑛𝑝𝑓𝑟𝑒𝑒(𝜇𝑛 + 𝜇𝑝) 

Equation S11 

It is often intractable to experimentally determine the dominant recombination pathway, and a combination of 

pathways seems likely in most cases. As a result, the impact of the charge mobility on the kinetic competition between 

charge transport and bimolecular recombination is ill-defined yet is a key parameter for efficient device operation.16-18 
 

S2.3 Charge extraction 

Finally, interfacial transfer takes place leading to charge extraction from the device. A clear distinction between PV and 

PS is made here. For PV much care is taken to make ohmic contacts between the semiconductor and charge transport 

layer, keeping the energetic barrier for charge transfer to a minimum, and leading to fast charge transfer on timescales 

~ nanoseconds - microseconds.19, 20 In PS, there is often a considerable energetic barrier to the reactions that typically 

involve a multi-electron, multi-proton transfer. For example, water oxidation requires the proton-coupled transfer of 4 

oxidative equivalents. As a result, the best performing electrocatalysis operate at an overpotential ~ 0.3 V21-26 for charge 

densities of 10 mA/cm2. Kinetically, the complexity of the reaction limits the rate of water oxidation. The typical water 

oxidation lifetime been determined to on the order of a few to hundreds of milliseconds for metal oxide photoanodes.27, 

28 In comparison, the oxygen-evolving complex (OEC) of PSII has a turnover frequency that equates to kinetics of roughly 

2 ms.29 The slow rate of charge extraction in PS imposes a dramatic reduction of the recombination rates for favourable 

kinetic competition.  

To reduce the recombination at the interfaces, a common strategy has been to reduce the concentration of the opposite 

charge carrier. For example, this has been demonstrated through the use of rectifying interfaces6, 30 or heterojunctions 

to spatially separate charge carriers, or the formation of a SCL with the associated band bending leading to the 

accumulation of only one type of carrier.31-33 The increase in rate of product formation in the presence of a sacrificial 

reagent is also related to depletion of one type of charge carrier at the semiconductor/electrolyte interface as a result 

of the fast charge extraction kinetics of the sacrificial reagent.34, 35 

 

S2.4 Thermodynamic limits 

The thermodynamic limits have been previously discussed for solar cell devices.36, 37 Since the mechanism of energy 

conversion is not taken into consideration, the same considerations are expected to be at play in PS devices. Loss 

processes in can be grouped into two categories: 1) extrinsic losses that are avoidable and 2) intrinsic losses that are 

unavoidable and are included in the theoretical efficiencies. With the focus of the present review on energetics 

considerations, we are mainly interested in the factors which will reduce e.g., the Voc of a solar cell. Thermalization is 

trivial in this regard: photons with energy higher than Eg will quickly relax to the band edges with the excess energy 

released as heat.  

Two other intrinsic factors reduce the Voc compared to the Eg.37 First, the Carnot loss represents heat loss to the 

surroundings due to the temperature difference between the absorbing solar cell (Tsc) and the emitting Sun (Ts).38 This 

loss is equal to 𝐸𝑔
𝑇𝑠𝑐

𝑇𝑆
≈ 𝐸𝑔

300 𝐾

5800 𝐾
≈ 5% of Eg. Assuming an operating cell temperature of 100 °C, the result is still similar 

at ≈ 6% of Eg. Second, the Boltzmann loss is a result of the unequal absorption and emission angles that results in 

entropy generation.36 The Boltzmann loss is equal to 𝑘𝑏𝑇𝑠𝑐 ln (
Ω𝑠𝑐

Ω𝑠
) where Ω is the solid angle of the incoming sunlight 

(s subscript; 6.85 x 10-5 steradian) and emission from the solar cell (sc subscript; π steradian for a Lambertian surface). 

This factor is approximately 275 meV for a typical planar solar cell. Together, the Carnot and Boltzmann losses place a 

lower limit on ΔGloss of roughly 325 meV. We use this value as a rule of thumb to evaluate the energetic efficiency 

(through ΔGloss) of different solar energy conversion devices. 

The discrepancy between theoretical limits and state-of-the-art cells thus originates from imperfect characteristics. 

These include absorbing mirror back contacts, contact shadowing, high series resistance, energy offsets, charge 

trapping, and recombination. 

 

S2.5 Surface recombination 

For most high performance (inorganic) solar cells, extrinsic VOC losses arise from non-radiative surface recombination.39, 

40 To better understand the factors at play in determining VOC, we first introduce the quasi Fermi levels:41 
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𝑛 = 𝑛𝑖 exp [
𝑞(𝑉 − 𝜑𝑛)

𝑘𝐵𝑇
] 

Equation S12 

𝑝 = 𝑛𝑖 exp [
𝑞(𝜑𝑝 − 𝑉)

𝑘𝐵𝑇
] 

Equation S13 

n (p) is the electron (hole) density, ni the intrinsic carrier density, qV the energy level, and qφn (p) the quasi-Fermi level 

of electrons (holes). Voc is determined by the quasi-Fermi splitting between electrons and holes induced by light input.  

𝑉𝑂𝐶 = 𝜑𝑝 − 𝜑𝑛 

Equation S14 

Combining with Equation S12 and Equation S13 above and assuming equal generation of electrons and hole under 

illumination (i.e., n = p), we obtain: 

𝑛𝑝 = 𝑛2 = 𝑛𝑖
2 exp (

𝑞𝑉𝑂𝐶

𝑘𝐵𝑇
) 

Equation S15 

From Equation S15 it is clear that to increase VOC higher charge carrier densities need to be attained. Surface 

recombination is the leading process which limits charge carrier density and thus VOC.42 In fact, one can calculate the 

limiting VOC based on the surface recombination current, as shown for Si (Figure S7).43 A thinner Si absorber layer is 

more sensitive to surface recombination limitations, as expected for the higher surface/volume ratio. 

 

Figure S7. Calculated Si solar cell efficiency limits for different solar cell thickness. Surface recombination-limited VOC’s are indicated on the curves. Reproduced with 

permission from ref. 43. 

Recombination is often promoted at surfaces and grain boundaries due to the formation of defects.44, 45 These can be 

intrinsic (e.g., dangling bonds, lattice mismatch) or extrinsic and dependant on material processing (e.g., dislocations, 

chemical residues, and metallic depositions). It has long been recognized that surface recombination plays a key role in 

determining the charge carrier lifetime in an absorber layer.46 To reduce the density of recombination sites, different 

approaches are taken to reduce the density of surface recombination sites. Chemical surface passivation usually involves 

the growth of an (epitaxial) overlayer or addition of surface ligands.39, 47-52 These remove defects such as under-

coordinated atoms or dangling bonds. Surface modification can also induce field-effect passivation.53 The electric fields 
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associated with band bending at the interface reduces the concentration of one of the carriers, slowing down 

recombination. 
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