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Dependency on number of iterations and inverse temperatures

In SLEPA and EPA, some hyperparameters are existed. In this supplementary note, we address
dependencies on number of iterations T and the maximum inverse temperature [5,,x when the
number of observations is fixed. If T is changed, the number of particles M should be changed to
fix the number of observations. Figure S1 shows the Hellinger distance of the residue distribution
to the ground truth distribution depending on t, M, and [,,x. First, for our problems, Sy,.x = 10
is the best choice for the small percentile cases. If SLEPA is used, when the number of observations
is small (i.e., 1000 and 4000), the value of 7 should be increased instead of M to obtain better
results. When the number of observations is large enough as 20000, the dependency on 7 and M
is not observed for SLEPA. On the other hand, for EPA, the opposite situation is preferred, that is,
M should be increased than 7. Thus, we confirm that T = 20 used in the main text shows relatively
better results for both SLEPA and EPA. Furthermore, if the any values of T and M are used, the
results by SLEPA are better than those by EPA for small percentile cases when f,.x = 10. Note

that the optimum value of .4 strongly depends on the problem, in particular the energy value,

e(x).
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Fig. S1. Hellinger distance of the residue distribution to the ground truth distribution against the
qualification threshold depending on the number of observations. Dependencies on numbers of

particles M and iterations T and S, are summarized when f,,;, is fixed as 0.



