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20 Supplementary Notes

21 Supplementary Notes 1

22 Code for this work is available at: https://github.com/zhuyanzhe98/evaptransmission

2

https://github.com/zhuyanzhe98/evaptransmission


23 Supplementary Tables and Figures

24

25 Table S1. (a) R-squared of model fitting and (b) sum of squares of residuals of model prediction 

26 for each county and model during April 2020. (c) R-squared of model fitting and sum of squares 

27 of residuals of model prediction for Maricopa County during extended time frame from May to 

28 August 2020. LR: linear regression; VAR: vector autoregression; Simple RNN: simple recurrent 

29 neural network; LSTM: long short term memory recurrent neural network 
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30

31 Figure S1. Size distribution of speech-generated droplets before evaporation measured by 

32 Morawska et al.31 The peak number concentration is at 6 µm and is used as the input to the Köhler 

33 equation in this work. 
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35 Figure S2. Data points available to generate the contour plot in Fig. 5 for each county, with the 

36 daily case percentage increase as a function of settling time and viral viability (represented by half-

37 life). Colour shows the daily case percentage increase in decimal. The daily cases percentage 

38 increase is shown as the colour of each data point. The dots represent data points for training, and 

39 the triangles represent data for prediction. LR: linear regression; VAR: vector autoregression; 

40 Simple RNN: simple recurrent neural network; LSTM: long short term memory recurrent neural 

41 network
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