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1 Supplementary Information I: Supplementary Figures
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Fig. S1 Stable switching over long periods of time. (a) Switching behaviour measured at 5 Hz sampling rates, over extended time periods (> 200 hrs
shown here for device C) with voltage stimuli of V,,, = 20V, 40V and 60V DC. The scale bars represent 5 hrs. The device is mostly in the high G

state throughout this period, with few large switching events to the low G state. (b) Zoomed in snapshots (scale bars represent 2 mins), one for each
panel from a, show the step-like switching behavior similar to that observed in nanoparticle networksl™3. See main text for details.
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Fig. S2 Voltage dependence of switching. The evolution of conductance switching in Device D is investigated by increasing the applied voltage in
steps. During the first sequence (0-100 mins), forming behaviour is observed at ~ 20 min. Vigorous switching is observed at higher voltages during
the first sequence. A lower rate of switching is observed (100-225 mins) during the second and subsequent sequences.
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Fig. S3 (a - c) Comparison of the microstructure for three discontinuous Au devices with Ry, ~ 200 kQ. All devices showed long-term switching
behavior. The scale bars are 200 nm.
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Fig. S4 Effect of ambient atmosphere on conductance switching. To understand the sensitivity of the switching mechanism to ambient conditions
Device F was cycled between vacuum and ambient conditions with continuous measurements. (a) In the vacuum typical switching characteristics
shown are similar to the low G state characteristic shown in Fig. . Since Device F was deposited at a slightly lower resistance (Ry., ~ 100kQ), the
low G state is around G ~ 0.4Gy. (b) When the device is exposed to air the switching behaviour becomes 'noisier’ and it is more difficult to identify
typical switching events. This data is consistent with the formation of well-defined atomic scale filaments in vacuum, whereas in ambient the presence
of oxygen and water vapour mean that filaments are likely to have more complex structures and/or that oxidation of the Au surface becomes important
due to the high electric fields present in tunnel gaps.IZI The scale bars correspond to 30 s in both the panels.
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Fig. S5 Snapshots of events from Figure that exhibit continuous changes in conductance. Large events are typically observed as purely stepwise
changes in G but many smaller switching events are both preceded (green arrows) by continuous decreases in G and followed (blue arrows) by continuous
increases in G. The device is in the high G state for all these events. (a) Examples of increases in G. (b) Examples of decreases in G. See main text
and Supplementary Information Section Il for details.
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Fig. S6 Avalanche and criticality analysis for a comprehensive dataset from Device C. Sizes (S) and durations (T) of the avalanches as well as the
average avalanche size for given duration <S> (T) are distributed as power laws. The plots remain nearly unchanged when the threshold is varied
within the plausible range (from 0.3 mGy to 0.1 mGy — compare top and bottom rows). These histograms require enormous number of avalanches
but even with measurements continuing over many days the statistics in the avalanche shape collapse plots are still insufficient to allow a definitive
conclusion. The avalanche shape collapse for the lower threshold is nevertheless reasonably good with 1/ovz ~ 1.32 + 0.08. See Table for a
comparison of exponents and criticality analysis. The bin size is the average |El, which is 1.1 s for the top row and 0.2 s for the bottom row.



Exponents IEI slope ACF slope T o
Mallinson et al.’% 1.39 £ 0.01 0.19 £ 0.01 2.01£0.1 2.66 +0.1
DF (AG e = 0.3 mGo) 1.18 £ 0.01 0.34 + 0.02 21+0.1 2.7 +0.1

Table S1 Comparison of DF and Sn nano-cluster devices? for IEI and ACF exponents as well as the avalanche exponents (7, «).

Exponents T o Crackling <8>(T) Shape collapse
relationship

AGpresn = 0.3 mGy 2.1+0.1 2.7+0.1 1.5+ 0.2 1.37 £ 0.26 1.04 +£ 0.3

AGipres = 0.1 mGy 22+0.1 2.7+0.1 1.5+0.1 1.33 £ 0.06 1.32 + 0.08

Table S2 Avalanche and criticality analysis for the data shown in Figure(0.3 mGy threshold, top row; 0.1mGy, bottom row). The critical exponent
1/0ovz is obtained from the crackling relationship (ot —1)/(7—1), mean avalanche size given duration <§> (T), and avalanche shape collapse for

both event detection thresholds. Agreement of these three independent estimates of 1/ovz is a rigorous requirement for criticality.2'®' Uncertainties
are one standard deviation.
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Fig. S7 Distinct switching behaviour in low and high G states. (a,c) In the low G state gradual increases in G due to electric-field induced filament
formation in a tunnel gap are followed by sharp decreases in G due to electromigration induced filament breaking. (b, d) In the high G state decreases
in G are followed by increases in G. Note the different time scales in ¢ and d i.e. 50 ms and 5 ms respectively. (e, f) Similar behaviour to b and
d, measured at slower sampling rates. As discussed in the main text and Supplementary Information Section Ill, these changes are due to the same
filament-formation and destruction processes. The data (from Device E) was obtained with both 5 kHz (fast) sampling rates (a-d — red) and with 5
Hz (slow) sampling rates (e,f — blue).
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Fig. S8 Investigation of Joule heating at faster sampling rates (5 kHz). For Device B, we performed measurements with voltage pulse widths (7,)
ranging from 20 ms to 10s. (a-d) The panels show the independence of the measurements on 7,, demonstrating that the conductance changes are
associated with intrinsic G(V) behaviour and not extrinsic effects such as Joule heating. Detailed investigations have shown that capacitive time
constants are much shorter than 7, (i.e. Tgc ~ 100 us).
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2 Supplementary Information II: Measurement of G(V) curves.

When the devices are under normal operation (for example with constant DC stimulus, as in Figures 1-3 in the main text) switching
occurs often, as filaments are formed and broken in the many tunnel gaps within the film. The switching events can lead to large
changes in conductance, and it is therefore not straightforward to measure /(V) curves in both the high and low G states of the devices.
This section describes a procedure that was developed in order to capture /(V) curves in both states, in order to support the numerical
modelling described in the next section.

Figure shows the activation of a different sample (device B) to that shown in Figure 1 (main text), using a slightly different
sequence of applied voltages and subsequent large switching events between a high conductance state (G ~ 2Gy, where Gy = 2¢2/h)
and a low conduction state (G ~ 0.1Gp). Note that in this example the forming process happens to end with the device in the high
G state but similar behaviour is observed in all devices (the precise values of the conductances of the two states vary somewhat). In
this example the activation procedure was repeatedly paused in order to measure current-voltage (I(V)) characteristics, which were
then converted to conductance-voltage (G(V)) curves in order to highlight nonlinearities. During this sequence the applied voltage was
reduced several times in attempts to ‘trap’ the device in the low G state (i.e. to avoid switching back to the high G state — more detail
is shown in Figure . Figures ,d show that in the low G state (both prior to activation and post activation) the G(V) curves
are approximately linear, with a modest increase in conductance at 10 V (this corresponds to a slight nonlinearity in the /(V) curves).
However Figure shows that in the high G state the G(V') curves are approximately parabolic, with a decrease in conductance. Similar
behaviour has been observed previously in metallic DFs, but the physical origin has not been unambiguously identified (see Ref. [6land
refs therein). These non-linearities provide important input to the modelling discussed below.

It is important to note that the G(V) curves show no dependence on the rate at which the applied voltage is ramped (Figure .
This means that both hysteresis / memory effects and Joule heating can be ruled out. Hysteresis (in the sense that the measured
conductance reflects the history of the inputs, resulting in ’figure of 8 (V) curves and asymmetric G(z) curves as in typical memristors)
is clearly absent in the data. Also, the low voltage conductance is constant during the sequence of pulsed inputs (Figure indicating
that the state of the device does not change unless switching occurs (furthermore, in the absence of inputs above a threshold voltage,
the devices remain in the same state and the conductance is unchanged for periods of days and even weeks). Joule heating would be
expected to cause larger conductance changes for the slower voltage ramps in Figure m Hence the G(V) data reflect the intrinsic
voltage dependence of the conductivity of the device, as required for the model discussed in the next section.
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Fig. S9 Voltage dependence of conductance in different network states. (a) Application of 20V and 40V DC to device B resulted in the activation
(forming behaviour) after ~ 125 mins with a transition to the high G state (G ~ 1.6Gp) and subsequent switching behaviour. Changes in applied
voltage are attempts to ‘trap’ the device in the different states so that G(V) curves can be measured — see Figurefor detail. (b) Voltage dependence
of conductance G(V) before activation. (c and d) Post activation G(V) in high and low G states respectively. Right axes show the percentage change
in Gi.e 6G / Gy in each case. Increases in G with V originate from voltage dependence of the tunnel gaps in the network. In the high G state G
decreases with V.
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Fig. S10 Attempts to trap a device in the low G state so that low voltage (V) curves could be obtained in that state. 20V DC was applied to Device B
and the conductance measured over time. At ¢t ~ 159 mins, the device switched to the low G state (arrow A), but no attempt to turn off the voltages
was made. Another transition to the low G state occurred at r ~ 168 mins (arrow B) but the applied voltage was not decreased quickly enough (arrow
C) and the device returned to the high G state. Finally at  ~ 173.5 mins (arrow D) the voltage was successfully lowered to 0.1V just after the device
switched to the low G state. Subsequent G(V) measurements in the low G state were performed using V <10V to avoid switching back to the high G
state.
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Fig. S11 Investigation of Joule heating. With the Device B in high G state, the voltage was swept between + 10 V at different rates. The absence of
any change in the maximum G indicates that the decreases in G with V are an intrinsic property of the highly connected DFs and demonstrate that
the G(V) behavior is not caused by extrinsic effects such as Joule heating.
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3 Supplementary Information III: Numerical simulations of the switching behaviour in discontinuous
films

In order to explain the interesting inverted conductance behaviour in the high G state (examples shown in Figures |S5| and and
summarised in Figure|S12|- compare panels e and g), we model the complex percolating network as a simple circuit in which a single
active tunnel gap (hillock formation takes place in this tunnel gap) is located between two well-connected groups of nanoparticles
(groups A and B in Figure |S12pa-c) which have high conductance. A third well-connected group, C, is connected to A by a second
(lower) tunnel gap which acts as a switch. When the lower switch is closed, the network is in the high G state because group C provides
an additional parallel path to ground. When the lower switch is open the network is in the low G state because almost all the current
has to flow through the upper tunnel gap (it has higher conductance than the lower gap, but its conductance is still orders of magnitude
lower than when a filament is formed). To simplify the argument we ignore any time dependence of the conductance of the lower
tunnel gap (due to hillock formation) and treat it as a simple switch. Note that the same model / equivalent circuit can be applied
regardless of which tunnel gaps / switches in the real (much more complex) network are active.

The well-connected groups A, B, C each have high conductance and so these individual groups exhibit strong G(V) behaviour that is
similar to that observed in the high conductance state of the network as a whole. [The conductance of any square within a homogeneous
square network is the same as the conductance of the network. While a percolating network may not be completely homogeneous, this
is still a reasonable assumption for large networks.] To reduce the number of free parameters, we assume that the 3 groups A, B and
C are identical (i.e. both the conductances and their voltage dependences are identical). This is obviously an oversimplification but, as
is shown below, this is sufficient to explain the interesting inverted conductance behaviour. A more sophisticated model in which A, B
and C have different conductances and voltage dependences allows a closer match to the experimentally measured values of changes
in conductance during hillock formation, but is less satisfying because of the large number of parameters.

The effect of the equivalent circuit was modelled numerically, as shown in Figure -k. The conductance of the tunnel gap is
modelled using the standard equation:

G=pwW*+B D

where f represents the zero bias conductance and a positive y generates a voltage-dependent increase of the conductance as the bias
reduces the effective height of the tunnel barrier. Since the measured G(V) curves in the high G state are parabolic (Figure we
use the same equation to model the highly connected parts of the network (A, B, and C). [Note that (i) the chosen values of y must
be negative to reproduce the curvature in Figure and (ii) while the physical origin of this negative curvature is still unknown,
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Fig. S12 Reproduction for readers’ convenience of Figure 4 from the main text.
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it is obviously not tunneling, which yields positive curvature in G(V).] The parameters are chosen to achieve the most satisfactory
agreement with the experimental results: for the tunnel gap 3 =4 x 1072Q"1V2 and B; = 4.44 x 107°Q!; for the networks A, B and C
w=—-1.67x10"°Q"1v2 and By =1.67x 1074Q"1;

Since the potential across the tunnel gap (V;) and across the various parts of the network (V4,Vs,V) are dependent on both their
own conductances as well as those of the other circuit elements, the solution to Kirchoff’s Laws must be found iteratively. At each value
of the applied voltage (V) to be considered, the procedure is as follows. We first make an initial estimate of G;,G4,Gp,G¢ and then
use Kirchoff’s Laws to calculate the potentials across all the circuit elements in Figure[SI2k. These potentials are then used to calculate
new values for the conductances using equation[I] The potentials are then recalculated and the process continues iteratively until the
potentials and conductances all converge. At this point the conductance of the circuit (G) has been determined for a single value of V.
We then run the same iterative process for the other applied voltages of interest. G(V) curves can then be plotted, as shown in Figures
h and j (for the two cases where the switch (lower tunnel gap) is open and closed respectively). The G(t) curves (Figures[S12]
i and k) are modelled using a similar iterative process, using a fixed V. The tunnel gap is initially fully open, and then, as it closes,
its conductance is increased as an exponential function of time. At each timestep all conductances and voltages are again calculated
iteratively until they converge.

The generation of the interesting inverted conductance behaviour due to the effect of the equivalent circuit is explained physically
as follows. A voltage is applied, which is distributed across the series/parallel network shown in Figure [S12k. The voltage across the
upper tunnel gap causes a hillock to grow, and the conductance of the upper tunnel gap increases. In the low G state, the lower switch
is open and no current flows through the branch of the network that includes group C, and so the voltage dependence of C is irrelevant.
Because the upper tunnel gap has a lower conductance than A or B, almost all the applied voltage is distributed across the upper tunnel
gap. Hence the conductance of the network increases as the conductance of the tunnel gap increases due to hillock growth, and the
measured voltage dependence for the network (non-linearity in G(V), shown in Figure is that of the upper tunnel gap. Little
voltage is distributed across A or B, and so the voltage dependence of A and B are unimportant.

In contrast, when the lower switch is closed (high G state), the voltage across the upper tunnel gap is determined by the more
complex series parallel network. The tunnel gap has low conductance, it is the voltage division between A and C that primarily
determines the voltage at the point in the circuit indicated with a red arrow in Figure [S12k. In our simplified model, A and C are
identical and so the voltages across them are similar (because of the tunnel gap, the upper parallel branch of the network through
group B has much lower conductance than the lower parallel branch through C and does not significantly affect the distribution of
voltages). When the hillock starts to grow in the upper tunnel gap the overall conductance of the parallel part of the network (elements
B and C) increases, resulting in a greater voltage drop across A. Because G decreases with V for A this means that the conductance of
A decreases, and hence (because A is the chokepoint in the network) the conductance of the network as a whole decreases. Therefore,
counter-intuitively, the increase in conductance of the upper tunnel gap due to hillock formation leads to a decrease in measured
conductance for the network as a whole.
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