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Figure 1 The area under receiver operating characteristic curve (AUC) of fingerprint-based binary prediction 
models. The receiver operating characteristic curve of the fingerprints-based model, RNN-based model, and 
MEGNet is plotted with a various thresholds. The receiver operating characteristic curve of the Coley model used 
the ‘n’ of the top n model as a threshold. The binary models trained with our data show higher AUC than the 
product prediction model of Coley et al1.
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Figure 2 The false negative rate is plotted with the pink for the pre-trained Molecular Transformer and the purple 
for the re-trained Molecular Transformer. The product invalid rate is plotted with gray for the pre-trained 
Molecular Transformer and black for the re-trained Molecular Transformer. The product invalid rate is the ratio 
of invalid SMILES among products. The product invalid rate and the false negative rate have a similar tendency. 
The false negative rate and product invalid rate increase as the size of the molecule increases. The re-trained 
Molecular transformer shows lower accuracy than the pre-trained Molecular transformer for large molecules, 
and potentially explosive materials because of the high product invalid rate.
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Figure 3 – 1 The most frequently highlighted substructure of the toxin prediction models is plotted. Only 
substructures with a frequency higher than 1% are plotted. The target reconstruction substructures are 
emphasized with blue edges.
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Figure 3 – 2 The most frequently highlighted substructure of the toxin prediction models is plotted. Only 
substructures with a frequency higher than 1% are plotted. The target reconstruction substructures are 
emphasized with blue edges.
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Figure 4 The most frequently highlighted substructure of the potentially explosive prediction models is plotted. 
Only substructures with a frequency higher than 1% are plotted. The target reconstruction substructures are 
emphasized with blue edges.
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Figure 5 The percentage of the potentially biased predictions by data-imbalance for the chosen toxin and 
explosive substructures identified by the LRP analysis. The substructure is defined to have potential data 
imbalance if the ratio of the given substructure occurrence in the positive training data to those in the negative 
data is more than 2:1, instead of 5:1 in main text.
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